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Abstract

In this paper, we study the observability and controllability of wave equations cou-

pled by first or zero order terms on a compact manifold. We adopt the approach in

Dehamn-Lebeau’s paper [25] to prove that: the weak observability inequality holds for

wave equations coupled by first order terms on compact manifold without boundary if

and only if a class of ordinary differential equations related to the symbol of the first order

terms along the Hamiltonian flow are exactly controllable. We also compute the higher

order part of the observability constant and the observation time. By duality, we obtain

the controllability of the dual control system in a finite co-dimensional space. This gives

the full controllability under the assumption of unique continuation of eigenfunctions.

Moreover, these results can be applied to the systems of wave equations coupled by zero

order terms of cascade structure after an appropriate change of unknowns and spaces.

Finally, we provide some concrete examples as applications where the unique continuation

property indeed holds.
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Key Words. Wave equation, coupled system, observability inequality, unique continuation
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1 Introduction and main results

1.1 Coupling of order one

Let (M, g) be a compact connected n-dimensional Riemannian manifold without bound-

ary. Denote ∆g the Laplace-Beltrami operator on M for the metric g. We consider the

observability and control problem for the system of coupled wave equations:∂2
t V −∆gV + LV = 0,

(V (0), Vt(0)) = (V0, V1),
(1.1)

where V = (V 1, · · · , V N )tr with N ∈ Z+and L is a matrix of differential operator of order

one on R×M of the form

L = A0∂t +A1, (1.2)

with

Ak ∈ C∞(R; Diffk(M;CN×N )), (k = 0, 1). (1.3)

Here Diffk(M;CN×N ) is the set of matricial differential operators of order k in space with

smooth coefficients.

It is known that the weak solution of the Cauchy problem of system (1.1) exists for any

initial data (V0, V1) ∈ (H1(M))N × (L2(M)))N [43] . In this context, we are interested in

the following observability problem.

Definition 1.1. We say that system (1.1) is Exactly Observable on [0, T ], if the

solutions of (1.1) satisfy Observability Inequality

C1
obs

∫ T

0
‖DV ‖2(L2(M)))Kdt ≥ ‖(V0, V1)‖2(H1(M))N×(L2(M))N , (1.4)

where C1
obs > 0 is a constant independent of the initial data (V0, V1) and the observation

operator D ∈ Diff1(R×M;CK×N )) is a matrix of differential operator of order one on R×M
taking the form

D = D0∂t +D1, (1.5)

with

Dk ∈ C∞(R; Diffk(M;CK×N )), (k = 0, 1). (1.6)

Definition 1.2. We say that system (1.1) is Weakly Observable on [0, T ], if the solu-

tions of (1.1) satisfy Weak Observability Inequality

C2
obs

∫ T

0
‖DV ‖2(L2(M)))Kdt+c1‖(V0, V1)‖2

(H
1
2 (M))N×(H−

1
2 (M))N

≥ ‖(V0, V1)‖2(H1(M))N×(L2(M))N ,

(1.7)

where C2
obs > 0 and c1 are constants independent of the initial data (V0, V1) and the obser-

vation operator D is defined by (1.5).
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Roughly speaking, the weak observability can be understood as the observability of func-

tions with high frequency, that is so that ‖(V0, V1)‖(H1)N×(L2)N � ‖(V0, V1)‖
(H

1
2 )N×(H−

1
2 )N

.

We mention a few notational conventions that we will use throughout. We will use

notation Ẋ = dX
dt . We denote a∗ = ātr the adjoint matrix of a, atr the transpose of a

and L∗ the adjoint operator of L for the L2 (or (L2)N ) scalar product inherited from the

Riemannian structure. We denote S∗M the cosphere bundle ofM. ϕt(ρ0) is the Hamiltonian

flow of |ξ|x initiated at ρ0 defined by the formula

ϕt(ρ0) = (x(t), ξ(t)), ϕ0(ρ0) = ρ0. (1.8)

We refer to Section 2 for more details. Then we state our main results:

Theorem 1.1. Solutions of System (1.1) satisfy weak observability inequality (1.7) on

[0, T ] if and only if for any ρ0 ∈ S∗M, the finite dimensional control systemẊ(t) =
1

2
a∗(t, ϕt(ρ0))X(t) +

1

2
d∗(t, ϕt(ρ0))u,

X(0) = X0 ∈ CN ,
with control u ∈ L2(0, T ;CK) (1.9)

is exactly controllable on [0, T ]. Here X(t) = (X1(t), · · · , XN (t))tr ∈ CN is the state variable.

The coefficients matrice a and d are defined by a := a0 − a1
i|ξ|x and d := d0 − d1

i|ξ|x , where

ak ∈ C∞(R;Skphg(T
∗M;CN×N )) (k = 0, 1) is the homogenous principal symbol of Ak defined

in (1.3) and dk ∈ C∞(R;Skphg(T
∗M;CK×N )) (k = 0, 1) is the homogeneous principal symbol

of Dk defined in (1.5), respectively.

As is quite classical in control theory, see [27, Theorem 4.1] for an abstract version, the

previous result gives the observability result if some unique continuation property is fulfilled.

Let us be more precise in the case of time invariant equations.

Property 1.1. Assume A0 and A1 are time invariant. We say that a system satisfies the

Unique continuation of eigenfunctions if the following property holds:

For any λ ∈ C, any solution V ∈ (H1(M))N of−∆gV + λ2V + (λA0 +A1)V = 0,

λD0V +D1V = 0,
(1.10)

is the zero solution V ≡ 0.

Theorem 1.2. Assume that A0 and A1 are time invariant. In the setting of Theorem

1.1, the following two statements are equivalent:

1. System (1.1) is exactly observable according to Definition 1.1.

2. Property 1.1 is satisfied and for any ρ0 ∈ S∗M, System (1.9) is exactly controllable.
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Now, we will be more precise about the inequality we can obtain. In a similar way to

Lebeau [33] for the stabilisation problem (see also Laurent-Léautaud [32] for scalar control

and Klein [31] for systems of damped waves), it is possible to characterize the constant in the

high frequency part of the weak observability estimate. Rougly speaking, we prove that the

constant of the high frequency part can be exactly determined by the Gramian of the ODE

system (1.9). We will need more definition now.

We define the Gramian matrix of system (1.9) by the formula

Gρ0(T ) =
1

4

∫ T

0
R∗(0, t; ρ0)d∗(t, ϕt(ρ0))d(t, ϕt(ρ0))R(0, t; ρ0)dt (1.11)

where R(·, ·; ·) is the resolvent of (1.9) (see [20, Proposition 1.5] for definition and Remark

A.1). We can also define a constant (the equality of the different definitions comes from the

symmetry and positivity of Hermitian matrix Gρ0(T ))

K(T ) := min
ρ0∈S∗M,β∈CN ,|β|=1

{β∗Gρ0(T )β}

= min
ρ0∈S∗M

max
{
s ∈ R

∣∣β∗(Gρ0(T )− sIdN×N )β ≥ 0, ∀β ∈ CN
}

= min
ρ0∈S∗M

min {λ ∈ R |λ is an eigenvalue of Gρ0(T )} .

(1.12)

Note that K(T ) ≥ 0 and we have K(T ) > 0 if and only if Gρ0(T ) > 0 (in the sense of

symmetric matrices) which is equivalent to the controllability of System (1.9) (see Section

A.2 below or [20]).

Moreover, it is very important to estimate the optimal constant of the observability in-

equality since it is closely related to the cost of optimal control of the dual system. The

following Theorem precises Theorem 1.1 and states what is the optimal constant of the high

regularity term in the Weak Observability Inequality.

Theorem 1.3. If T > Tcrit := inf
T0
{T0| min

ρ0∈S∗M
det (Gρ0(T0)) > 0}, then Weak Observabil-

ity Inequality (1.7) holds with C2
obs = 1

2K(T ) . Reciprocally, if Weak Observability Inequality

(1.7) holds for all solutions of system (1.1), then we have T > Tcrit and C2
obs ≥

1
2K(T ) , where

Gρ0(T0) and K(T ) are defined by (1.11) and (1.12), respectively.

Remark 1.1. Theorem 1.3 says that the observability constant C2
obs blows up like 1/2K(T )

as T → Tcrit.

Next we introduce the adjoint system of (1.1)∂2
t U −∆gU + L∗U = D∗F,

(U(0), Ut(0)) = (U0, U1).
(1.13)

where U = (U1, ·, UN )tr, F = (f1, · · · , fN )tr ∈ L2(0, T ; (H−1(M))K) is control function.

Clearly, the weak solution of the Cauchy problem of system (1.13) exists for any initial data

(U0, U1) ∈ (L2(M)))N×(H−1(M))N and forces F = (f1, · · · , fK)tr ∈ L2(0, T ; (L2(M))K)[43].
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Thanks to Liu-Lu-Zhang [40, Theorem 3.2] (see also Duprez-Olive [27] for similar results

for time independent systems and in Section A.4), we obtain the following corollary concerning

Finite Co-dimensional Controllability of System (1.13).

Corollary 1.1. Assume that System (1.9) is exactly controllable for any ρ0 ∈ S∗M
on [0, T ]. Then, there exists a finite dimensional subspace Hfin and a finite-co-dimensional

subspace Hcofin with Hfin ⊕Hcofin = (L2(M)))N × (H−1(M))N , such that: for any initial

data (V0, V1) ∈ Hcofin, there exists control F ∈ L2(0, T ; (L2(M))K) such that the solution of

(1.13) satisfies (U(T ), Ut(T )) = (0, 0).

Now, we want to give more qualitative properties of the HUM operator. We will need to

consider the change of variable corresponding to the half wave decomposition. More precisely,

define Σ(V0, V1) = (V+, V−) = (iΛV0 + V1,−iΛV0 + V1) with Λ = (−∆+1)1/2, see Section 3.1

for more precisions. Denote G̃T := GT + R̃T the Gramian operator which is defined below by

(1.14). If G̃T is invertible, then define LT = (G̃T )−1 the HUM (Hilbert Uniqueness Method)

control operator. As a byproduct of the proof of Theorem 1.1, we obtain the following

interesting characterization of LT as a matricial pseudodifferential operator. This generalizes

some results of Dehman-Lebeau [25] in the scalar case to systems. Note that it is also related

to some trivialization along the flow that are described in Burq-Lebeau [19] in the case with

boundary.

Theorem 1.4. Let V∗ := (V0, V1) ∈ (H1(M))N×(L2(M)))N be the initial data of System

(1.1). Let T0 > 0. Then for any T ∈ (0, T0], we have∫ T

0
‖DV (t)‖2(L2(M)))Kdt = ((GT + R̃T )ΣV∗,ΣV∗)(L2(M)))N×(L2(M)))N , (1.14)

where GT ∈ C∞(0, T0; Ψ0
phg(M;C2N×2N )) and R̃T ∈ B(0, T0;L((Hσ(M))2N , (Hσ+1(M))2N ))

is in a class of regularizing operators of order at least one (see Definition A.1 below). More-

over, the principal symbol of GT can be characterized as follows:

σ0(GT )(ρ0) =

(
G+
ρ0(T ) 0

0 G−ρ0(T )

)
∈ C∞(0, T0;S0

phg(M;C2N×2N )), (1.15)

where G±ρ0(T ) are the Gramian matrices (as defined in (A.5)) of the control systems Ẋ(t) =
1

2
a∗±(t, ϕ∓t(ρ0))X(t) +

1

2
d∗±(t, ϕ∓t(ρ0))u(t),

X(0) = X0 ∈ CN ,
(1.16)

where X(t) = (X1, · · · , XN )′ is a vector having N components, a± = a0± a1
i|ξ|x , d± = d0± d1

i|ξ|x
and u(t) ∈ L2(0, T ;CK) is the control. ϕ±(ρ0) is defined by (1.8).

The interest of this theorem is that at high frequency, the HUM operator LT is a pseu-

dolocal operator. That means that if one needs to control the initial data with a lot of

6



oscillations localized only in some region of the phase space, the corresponding optimal HUM

control will also present these oscillations only in the same region. We refer to the interesting

numerical study of this fact in [34] the scalar case where this property is explored. Note that

this would be interesting to make similar numerical study in the vectorial case we consider.

1.2 Coupling of order zero

The purpose of this Section is to transfer the results we have obtained for coupling of

order one to coupling of order zero. The main difference is that zero order coupling are not

strong enough to transfer the information from a component to another in the natural spaces.

Indeed, if we apply directly the results of the previous Section for zero order coupling, the

coupling (considered as an operator of order one) will have zero principal symbol and thus,

there will be no coupling at this level of regularity. So, we have to adapt the setting.

Before getting to a general result, let us study a first enlightening example: a system of

two equations with cascade coupling that was completely studied in Dehman-Le Rousseau-

Léautaud [24]: ∂2
t u−∆gu = 1ωg,

∂2
t v −∆gv + a(x)u = 0.

(1.17)

It is clearly not possible to control both components in H1(M) × L2(M)) with a control g

in L2(0, T ;L2(M))), which is the natural regularity for scalar control. Indeed, if the initial

conditions are zero for u and v and g ∈ L2(0, T ;L2(M))), this will create some solutions u

in C([0, T ];H1(M)) and the source term a(x)u (for v) will be in C([0, T ];H1(M)), which

will create a solution v in C([0, T ];H2(M)). So, in that case, the natural space of control is

H1(M) × L2(M)) for u and H2(M) × H1(M) for v. Then, we see that it is necessary to

classify each variable of the system according to algebraic properties of the coupling and the

control operator.

Now let us move to the N ×N system∂2
t U −∆gU +AU = BG,

(U(0), Ut(0)) = (U0, U1).
with control G ∈ L2(0, T ;L2(M))K) (1.18)

where A(x) is a matrix in RN×N and B(x) is a matrix in RN×K . Without loss of generality,

we can assume A(x) is a matrix ”subdiagonal by block” in RN×N

A(x) =



A11 A12 A13 . . . . . . A1k

A21 A22 A23 . . . . . . A2k

0 A32 A33 . . . . . . A3k

0 0 A43
. . . . . . A4k

...
...

...
. . .

. . .
...

0 0 0 0 Ak,k−1 Akk


(1.19)

7



with Ai,j ∈ Rdi×dj (i = 1, · · · , k) and B(x) is a matrix in RN×K of the form

B(x) =


B11

0
...

0

 (1.20)

where B11 ∈ Rd1×K . In fact, any A(x), B(x) can be transformed into these forms simul-

taneously by using one algorithm detailed in Section 4. Noting the coupling of structure

by blocks, one can analyze the regularity of components in blocks and easily find out the

natural space for solutions of (1.18) is Hs as follows. U ∈ Hs if for every i = 1, ..., k, we have

U i ∈ Hs+i−1(M)di where di is the dimension of Ai,i. That is

Hs = Hs(M)d1 ×Hs+1(M)d2 × · · · ×Hs+k−1(M)dk . (1.21)

The natural energy space is then E = H1 ×H0 and it appears that the important terms are

the subdiagonal terms of A which leads to define

Asub(x) =



0 0 0 . . . . . . 0

A21 0 0 . . . . . . 0

0 A32 0 . . . . . . 0

0 0 A43
. . . . . . 0

...
...

...
. . .

. . .
...

0 0 0 0 Ak,k−1 0


. (1.22)

This gives the following theorem of control.

Theorem 1.5. Assume that A(x), Asub(x) and B(x) have some decomposition as in

(1.19), (1.22) and (1.20). The system (1.18) is controllable in E = H1 × H0 on [0, T ] with

control G ∈ L2(0, T ;L2(M))K) if and only if we have the following two properties

• The control system Ẋ(t) =
1

2
Asub(ϕt(ρ0))X(t) +

1

2
B(ϕt(ρ0))u,

X(0) = X0 ∈ RN .
with control u ∈ L2(0, T ;RK))

(1.23)

is exactly controllable on [0, T ].

• Unique continuation of eigenfunctions:

For any λ ∈ C, any solution V ∈ (H1(M))N of−∆gV +A∗(x)V = λV,

B∗V = 0,
(1.24)

is V = 0.
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The equivalence is true once the polarized space E has been chosen and the decomposition

in block has been specified. Theorem 1.5 yields a necessary and sufficient condition once we

fix the decomposition as in (1.19) and (1.20). Yet, this decomposition is not unique at all.

Hence, Theorem 1.5 does not prevent the existence of a more precise description with different

spaces. Yet, the choice of the space E seems the most natural, at least for the Cauchy problem

and if we want to be the most precise in the set that can be reached.

In Section 4.1, we will show how the assumption of subdiagonal form is actually quite

general. Indeed, for any couple A(x), B(x), there exist some change of unknown that lead the

control problem to have the subdiagonal form expected. Yet, this is far from being unique.

For instance, the trivial decomposition with only one block always works but, in that case,

Asub(x) = 0, making our Theorem not effective, due to a bad choice of space.

In the constant case A(x) = A ∈ RN×N , B(x) = B ∈ RN×K , the Brunovsky normal form

(written in a slightly different way, see Proposition A.1) always allows to put our control

system in the expected subdiagonal form with the good property. In that case, it seems to

be the optimal choice that gives the best controllability result. We can obtain the following

Theorem.

Theorem 1.6. A,B constant satisfying the Kalman rank condition and ω satisfies Geo-

metric Control Condition ([16]). Then, there exists

• some integer k ≤ N and some di ∈ N, i = 1, · · · , k, allowing to define the space

E := H1 ×H0 as in (1.21)

• some matrix Q ∈ GLN (R)

so that the system (1.18) is controllable in QE with control G ∈ L2(0, T ;L2(M))K).

The matrix Q and the integers k and di are strongly related to the Brunovsky normal

form. Roughly speaking, this decomposition transforms the control problem in the control

system with integrators

y
(α1)
1 = u1, · · · , y(α1)

m = um, (1.25)

the state being y1, y
(1)
1 , · · · , y(α1−1)

1 , · · · , ym, y(1)
m , · · · , y(αm−1)

m and the controls being the ui.

In that setting, k is maxi=1,···m αi, that is the stronger integrators. It is then natural that

for the wave equation, the observations holds in some space Hk, that is we have integrated

k times from H1 thanks to the regularization of the wave operator with respect to a source

term. Note also that it is not clear that the space QE is invariant by the equation, so we

should precise which kind of control we mean (control to zero, from zero...) Yet, it will be a

byproduct of the proof that QE is invariant by the equation. So, here, by controllable in QE ,

we mean that any state in QE can be controlled to a state in in QE .

Some previous articles (Liard-Lissy [37], Lissy-Zuazua [39]) already obtained some con-

trollability property in this framework under the Kalman rank condition (in a more abstract
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and general setting). So, an improvement of our Theorem comes from the space where the

controllability holds (and not from the assumptions which are more or less the same except

that we do not allow boundary here). We refer to Section 5.3 for more precisions.

1.3 Other applications

1.3.1 Other equations: Parabolic and Schrödinger-like systems

Thanks to the transmutation techniques, see for instance [28, 42], all the results stated in

this article might give results for the analog parabolic system and for systems of Schrödinger

equations.

A lot of controllability results of parabolic system have been established and it would

be impossible to give a complete view of the subject. We refer for instance to the survey

paper Ammar-Khodja-Benabdallah-González-Burgos-de Teresa [12]. Under the assumption

that the control domain and the coupling domain intersect each other, controllability results

can be obtained under some algebraic conditions, like of Cascade type or Kalman Rank

Condition [9, 10, 29] (see also [26]). Note also that these papers about parabolic equations

often contain as a byproduct some results of unique continuation for eigenfunctions that are

in the assumptions of our theorem. In the opposite direction, we also would like to refer

to the interesting paper of Boyer-Olive [17] that gives several 1D counterexamples of unique

continuation of eigenfunctions. It would be interesting to check if there is a link between this

counterexamples and our assumption of controllability of the ODE problem. Are there some

cases were the unique continuation is false while the weak observability is true? or backward?

Using the transmutation method and removing the assumption of intersection of the

domains of coupling and control, [6] obtains indirect controllability of parabolic system of

cascade and symmetric under Geometric Control Conditions (GCC).

We refer to [41, 37] for internal controllability results of systems of Schrödinger equations

coupled with constant zero order terms with good algebraic structure.

1.3.2 The boundary case

The choice of using Egorov Theorem for proving our results has the advantage to be

simpler and more precise. Indeed, we get a structure of the HUM control operator and the

exact constant of high frequency. However, it has the disadvantage that it does not apply

(at least up to our knowledge) to the case of domains with boundary. Most of the results

presented in this paper (with the notable exception of the description of the HUM control

operator as a pseudo-differential operator) might remain true in the case of boundary. Yet,

it requires different techniques. We are therefore planning to prove similar result in the case

of boundary in a forthcoming paper [21]. The proofs will be based on the full description of

microlocal defect measures of sequences of solution of wave equations as performed in [19].

10



1.4 Previous results

Let us discuss briefly the previous work on controllability and observability problem for

wave equations. Russell [44] and Lions [38] set up the duality and proved that the exact

controllability of the control system can be equivalently reduced to the observability inequality

for solutions of the adjoint system. Then Bardos-Lebeau-Rauch pointed out the Geometric

Control Condition (GCC) is crucial to the controllability and stabilization of (scalar) wave

equations [14, 15, 16]. Note that in the framework of our Theorems the GCC for the control of

the scalar wave equation �u = χω(x)g is described in an equivalent way as the controllability

for any ρ0 ∈ S∗M of the scalar control system ẋ(t) = χω(ϕt(ρ0))u(t) with control u on [0, T ].

Alabau-Boussouira [2] first studied the indirect controllability of two wave equations with

constant coefficients coupled by displacements via one boundary control. The controllability

result was established in a multi-level energy space similar to (1.21) and it was generalized

to variable coefficients coupling under geometric control conditions on coupling and control

domains in Alabau-Boussouira-Léautaud [6]. Other results for the related problem of stabi-

lization were also formulated in parallel by the same authors [1, 5] and then by Aloui-Daoulatli

[8].

In [24], Dehman-Le Roussau-Léautaud proved the controllability of two wave equations

coupled by zero order terms of Cascade type on a compact manifold. Moreover, they gave

the sharp controllability time and a microlocal characterization of the HUM control operator

similar to the one of Theorem 1.4. In Section 5, we explain how our main result allows to

recover some results in [24] with the study of an appropriate ODE problem. The multi-

speed case was also studied in [24]. As stated earlier, under Kalman Rank Condition and

GCC, exact controllability of systems of wave equations with constant coefficients and general

coupling structure of zero order were proved in [37, 39]. Note also the recent article of Alabau-

Boussouira-Coron-Olive [4] for 1D hyperbolic systems where appears a condition on ODE

problems related to ours and the use of its Gramian.

There are many other control problems which are closely related to or strongly motivated

by the study of controllability of systems of wave equations via less controls, for instance,

the synchronization problems [35, 36], desensitizing control problems [23, 38, 45, 3] and

simultaneous control problems [13, 38].

Let us mention that the above results concern only the systems with coupling of order

zero. As for the systems of wave equations coupled by first order terms, we refer to [7, 22]

for the stability of such systems coupled by velocities under strong geometric conditions.

Recently, Klein [31] obtained some results related to ours for the stabilisation of wave

equations. He computes the best exponent for the stabilization of wave equations on compact

manifolds. The coefficient he obtains is therefore solution of some ODE system of matrices. In

this context, an improvement of our paper is to recognize the relation between this coefficient

and the Gramian control operator of the ODE system.
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1.5 Idea of the proof and plan of the paper

The plan of the paper is the following.

Section 2 is devoted to provide some preliminary works. In section 2.1 and 2.2, we give

some elementary facts, including some geometric facts, general fact on pseudo-differential

calculus. In Section 2.3 we give a proof of a System Egorov Theorem. In Section 2.4 we recall

the N ×N Sharp G̊arding Inequality useful in our context.

Section 3, we get back to the control problem. Section 3.1 we provide a characterization

of the principal symbol of the Gramian operator. Our main results are proved in Section 3.2

and 3.3.

Section 4 is about the implications of our theorem (which concerned coupling by coeffi-

cients of order 1) in the case of coupling by zero order coefficients.

Section 5 is about examples of applications of our theorem, namely 2D cascade, 2D

antisymmetric systems and coupling with constant coefficients.

We gathered in an Appendix several known results that we use through the article, namely

the wellposedness of hyperbolic system on a compact manifold and some theorems of con-

trollability of ODE and Finite Co-dimensional Controllability.

Acknowledgement: The second author would like to thank Matthieu Léautaud for

several discussions. The second author is partially supported by the Agence Nationale de

la Recherche under grant ISDEEC ANR-16-CE40-0013. Part of this work was done when

the second author was invited by Fudan University. He would like to warmly thank thi

sinstitution for its hospitality. The third author was partially supported by the National

Science Foundation of China (No. 11271082), the State Key Program of National Natural

Science Foundation of China (No. 11331004).

2 Preliminary works

We start this section by briefly introducing some geometric facts and Pseudodifferential

calculus. All the material below in subsection 2.1 and subsection 2.2 is borrowed from [32, 24].

In Subsection 2.3 and Subsection 2.4, we prove System Egorov Theorem and N ×N Sharp

G̊arding Inequality on manifold.

2.1 Some geometric facts

We recall some geometric facts. Recall thatM is a compact manifold without boundary,

that for x ∈ M , TxM denotes the tangent space to M at the point x . T ∗xM its

dual space, the cotangent space to M at x. We also denote π : T ∗M→M the canonical

projections to the manifold, the duality bracket at x being denoted by 〈·, ·〉x = 〈·, ·〉T ∗xM,TxM .

The manifold M is endowed with a Riemannian metric g, that is: for any x ∈M , gx is a

12



positive definite quadratic form on TxM , depending smoothly on x. The Riemannian metric

g, furnishes an isomorphism TxM→ T ∗xM : v 7→ v[ := gx(v, ·) , with inverse v = (v[)].

The metric g on TM induces a metric g∗ on T ∗M , canonically defined by g∗x(ξ, η) =

gx(ξ], η]) , and ξ, η ∈ T ∗xM .

We denote by SM (resp. S∗M )the Riemannian sphere (resp.cosphere) bundle over M ,

with fiber over x ∈M , given by {v ∈ TM, gx(v, v) = 1} (resp. {ξ ∈ T ∗M, g∗x(ξ, ξ) = 1} ).

We define the Hamiltonian λ(x, ξ) = |ξ|x =
√
g∗x(ξ, ξ) ∈ C∞(T ∗M \ 0), which is a

homogeneous function of degree one. We denote by Hλ and ϕt = ϕ+
t the associated

Hamiltonian vector field and Hamiltonian flow, that is:{
d
dtϕt(ρ) = Hλ(ϕt(ρ)),

ϕ0(ρ) = ρ ∈ T ∗M,
(2.1)

with, in local charts, Hλ = ∂ξλ · ∂x − ∂xλ · ∂ξ Writing ϕt(ρ) = (x(t), ξ(t)), we have, still in

local charts, (2.1) is equivalent to{
ẋ(t) = ∂ξλ(x(t), ξ(t)),

ξ̇(t) = −∂xλ(x(t), ξ(t)).
(2.2)

This Hamiltonian flow is globally defined. It preserves the function λ. In particular, (x(t), ξ(t)) ∈
S∗M = {(x, ξ) ∈ T ∗M, λ(x, ξ) = 1}, ∀t ∈ R , if (x(0), ξ(0)) ∈ S∗M. The following lemma

2.1 gives the link between geodesics and projections on M of the curves of ϕt ( see for in-

stance [24] in the case of Hλ2/2 = λHλ, which gives the same result up to a reparametrization

of the curve x(t) ).

Lemma 2.1. Let I = [a, b] ⊂ R . A curve (x(t), ξ(t))t∈I ⊆ T ∗M\ 0 is a Hamiltonian

curve of λ (i.e. satisfies (2.2) in T ∗M\0) if and only if the curve (x(t))t∈I on M is a geodesic

curve of the metric g on M (parametrized by arclength) such that (x(t), ẋ(t)) ∈ SM ,

t ∈ I and we have ẋ(t) = ξ(t)]

|ξ(t)|x(t)
∈ Sx(t)M , t ∈ I.

Note that it was written in a slightly incorrect way in [24] and [32]. In the main part of

the article, we also use the Hamiltonian flow ϕ−t associated to the Hamiltonian −λ (which,

as well, is global and preserves S∗M ). Of course, it gives the link between ϕ−t and ϕt.

Lemma 2.2 ([24]). For all t ∈ R and ρ ∈ T ∗M , we have ϕ−t (ρ) = ϕ−t(ρ) . Moreover,

denoting by σ : T ∗M → T ∗M , the involution (x, ξ) 7→ (x,−ξ) , we have σ ◦ ϕt(ρ) =

ϕ−t ◦ σ(ρ).

2.2 Pseudodifferential calculus

In this section, we recall some basic facts of Pseudodifferential calculus with some pre-

cisions required for vector valued functions and matricial pseudodifferential operators. We
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refer to the definitions of [32] and [24] for the scalar case and we mainly stress the slight

difference for vector valued functions.

We define Smphg(T
∗M) as the set of polyhomogeneous symbols of order m onM, see [30,

Theorem 18.1.17 and Lemma 18.1.18]. We will also use the similar notation Smphg(T
∗M;CN×N )

when it is valued in the set of matrices (that is each component is in Smphg(T
∗M)). We will

precise Smphg(T
∗M;C) = Smphg(T

∗M) only if there can be ambiguity.

We recall that symbols in the class Smphg(T
∗Rn) behave well with respect to changes of

variables, up to symbols in Sm−1
phg (T ∗Rn). We denote by Ψm

phg(M) the space of polyhomoge-

neous pseudodifferential operators of order m on M which allows to define Ψm
phg(M;CK×N )

for matrix valued pseudo differential operators that from a vector function F ∈ (C∞(M))N

produces AF ∈ (C∞(M))K .

For A ∈ Ψm
phg(M;CK×N ), we denote by σm(A) ∈ Smphg(T

∗M;CK×N ) the principal

symbol of A. Also the map σm : Ψm
phg(M;CK×N )→ Smphg(T

∗M;CK×N ) is onto (it suffices

to construct a quantization on T ∗M by means of local charts).

If A ∈ Ψm
phg(M;CN×N ) and B ∈ Ψm′

phg(M;CN×N ), then AB ∈ Ψm+m′

phg (M;CN×N ) with

principal symbol ab (multiplication of matrices). A priori, we have [A,B] ∈ Ψm+m′

phg (M;CN×N )

with principal symbol [a, b] (commutator of matrices).

Note also the crucial improvement that if A ∈ Ψm
phg(M;CN×N ) and B ∈ Ψm′

phg(M)

(scalar), then [A,B] ∈ Ψm+m′−1
phg (M;CN×N ) with principal symbol 1

i {a, b} defined as ({a, b})i,j =

{ai,j , b}.
We shall need to consider pseudodifferential operators acting on M, yet depending upon

the parameter t ∈ (0, T ) with some smoothness with respect to t.

Let k ∈ N∪{∞}, we say that At ∈ Ck
(
(0, T ),Op(Smphg(Cn×Cn))

)
, if At = Op(at), with

at ∈ Ck((0, T ), Smphg(Cn × Cn) . Next we say that At ∈ Ck((0, T ),Ψm
phg(M;CN×N ) if each

component (At)i,j is in Ck((0, T ),Ψm
phg(M) with the same definition as in [32]

1. for all ` ∈ N, its kernel K(At)i,j (x, y) is in Ck
(
(0, T ); C`(M×M\∆M

)
;

2. for every coordinate patch Mκ ⊂ M, with coordinates Mκ 3 x 7→ κ(x) ∈ M̃κ ⊂ Rn.

For all φ0, φ1 ∈ C∞c (M̃κ) the map

u 7→ φ1

(
κ−1

)∗
(At)i,jκ

∗(φ0u)

is in Ck
(
(0, T ),Op(Smphg(T

∗Rn)
)
.

Next we give the definition of Sobolev space on manifold. We denote by (ej)j∈N a

Hilbert basis of eigenfunctions of the Laplace-Beltrami operator, associated to the eigenvalues

(κj)j∈N . In particular, we have ej ∈ C∞(M), −∆ej = κjej , κj ≥ 0, and (ej , ek)L2(M)) =

δjk , δjk is Kronecker symbol.

For s ∈ R, we shall often use the operator Λs = (−∆ + 1)
s
2 : C∞(M)→ C∞(M), defined
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spectrally by

Λsf =
∑
j∈N

(κj + 1)
s
2 (f, ej)L2(M))ej , s ∈ R,

λs = σs(Λ
s).

(2.3)

For (x, ξ) ∈ T ∗M\ 0, λs(x, ξ) = |ξ|sx. It may be extended by duality as an operator Λs :

D′(M) → D′(M). We will simply denote Λ for Λ1 = (−∆ + 1)
1
2 . We will sometimes write

Λs instead of ΛsIdN×N when Λs acts on vectors.

We define the Sobolev spaces on manifold M

Hs(M) = {f ∈ D′(M),Λsf ∈ L2(M))}, s ∈ R.

and associated norms

‖f‖2Hs(M) = ‖Λsf‖2L2(M)), ‖(f, g)‖2Hs(M)×Hσ(M) = ‖f‖2Hs(M) + ‖g‖2Hσ(M), (2.4)

‖F‖2(Hs(M))N =
N∑
i=1

‖ΛsFi‖2L2(M)), (F,G)(Hs(M))N =
N∑
i

(ΛsFi,Λ
sGi)L2(M)), (2.5)

‖(F,G)‖2(Hs(M))N×(Hσ(M))N =
N∑
i=1

(‖Fi‖2Hs(M) + ‖Gi‖2Hσ(M)). (2.6)

Note that several equivalent norms on (Hs(M))N may be defined, but the previous one is

the one that gives the estimates of the constant of weak observability in Theorem 1.3.

On any Hσ(M), σ ∈ R, the operator Λs is an unbounded selfadjoint operator with domain

Hσ+s(M). In particular, Λs is an isomorphism from (Hσ+s(M))K onto (Hσ(M))K .

Next assume I is an interval of R, we define the following Bochner space

Lp(I; (Hs(M)N )) = {f |(
∫
I
‖f(t)‖p

(Hs(M)N )
dt)

1
p < +∞, 1 ≤ p <∞},

L∞(I; (Hs(M)N )) = {f |ess sup
t∈I
‖f(t)‖(Hs(M)N ) < +∞}.

(2.7)

2.3 System Egorov Theorem

We consider the following hyperbolic system:∂tU(t)− iH(t)U(t) = 0,

U(s) = U0,
(2.8)

where

H(t) = cΛIdN×N + iW0(t) ∈ C∞(0, T ; Ψ1
phg(M;CN×N )), (2.9)

W0(t) ∈ C∞(0, T ; Ψ0
phg(M;CN×N )) is a matrix pseudodifferential operator of order 0 and

c ∈ R. Denote w0 = σ0(W0) ∈ C∞(0, T ;S0
phg(T

∗M;CN×N )) the principal symbol of W0.

We define the notation S(t, s) as the solution operator associated to (2.8), that is S(t, s)U0 =

U(t). In what follows, we will use several times related basic results described in Section A.1.
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The main result of this section is the following theorem which uses Definition A.1 recalled

in the Appendix and taken from [32].

Theorem 2.1 (System Egorov Theorem). For any Pm(·) ∈ C∞(0, T ; Ψm
phg(M;CN×N )) ,m ∈

R , pm(s, ·) = σm(Pm(s)), there exist

Q(t, s) ∈ C∞((0, T )2; Ψm
phg(M;CN×N )) (2.10)

and

R(t, s) ∈ B((0, T )2,L((Hσ(M))N , (Hσ+1−m(M))N )) (2.11)

∂tR(t, s), ∂sR(t, s) ∈ B((0, T )2,L((Hσ(M))N , (Hσ−m(M))N )) (2.12)

for any σ ∈ R, such that

S(s, t)∗Pm(s)S(s, t)−Q(t, s) = R(t, s), (t, s) ∈ (0, T )2. (2.13)

Moreover, the principal symbol of Q(t, s) is given by q(t, s, ·) which satisfies:

q(t, s, ρ) = R∗1(t, s;χcs,t(ρ))pm(s, χcs,t(ρ))R1(t, s;χcs,t(ρ)), (2.14)

where χct,s(ρ) is given by the flow of Hamiltonian vector field associated with −cλ

d

dt
χct,s = H−cλ(χct,s), χcs,s(ρ) = ρ ∈ T ∗M\ {0}. (2.15)

and R1(τ, s; ρ) satisfies

dR1(τ, s; ρ)

dτ
= R1(τ, s; ρ)w0(τ, χcτ,s(ρ)); R1(s, s; ρ) = IdN×N . (2.16)

Note that in fact, χct,s(ρ) = χct−s,0(ρ)) and the implicit formula (2.16) defines well R1).

We recall that λ is defined in (2.3).

The proof is inspired from [32] in the scalar case.

Proof. We firstly note that S(t, s) satisfies

∂tS(t, s)− iH(t)S(t, s) = 0, S(s, s) = IdN×N . (2.17)

where the time derivative is not to be taken as a derivative in a Banach space L((Hσ)N , (Hσ)N )

but in the weak sense, that is the derivative when the operator is applied to a fixed function.

See for instance Corollary A.2 of [32] for more details. Since S(t, s)S(s, t) = IdN×N , we

have

∂tS(s, t) + iS(s, t)H(t) = 0,

∂tS(t, s)∗ + iS(t, s)∗H(t)∗ = 0,

∂tS(s, t)∗ − iH(t)∗S(s, t)∗ = 0.

(2.18)
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with H∗(t) = ΛIdN×N − iW ∗0 (t). The well-posedness of (2.8) yields the following regularity

properties

S(t, s) ∈ B(I × I;L((Hσ)N ), ∂tS(t, s), ∂sS(t, s) ∈ B(I × I;L((Hσ)N ; (Hσ−1)N ). (2.19)

for all σ ∈ R , as well as for S(t, s)∗.

Now, setting

P (t, s) = S(s, t)∗Pm(s)S(s, t), (2.20)

and using the above equations, we have P (s, s) = Pm(s) with

∂tP (t, s) = iH(t)∗P (t, s)− iP (t, s)H(t) = ic[ΛIdN×N , P (t, s)] +W0(t)∗P (t, s) +P (t, s)W0(t).

We now construct an approximate pseudodifferential solution Q(t, s). Its principal symbol

q(t, s, x, ξ) should satisfy

∂tq(t, s, ·) = c{λ, q(t, s, ·)}+ w∗0(t, ·)q(t, s, ·) + q(t, s, ·)w0(t, ·), q(s, s, ·) = pm(s, ·), (2.21)

where {., .} stands for the Poisson bracket in the (x, ξ) variables.

We claim that q(t, s, ρ) defined in (2.14) satisfies (2.21).

Indeed, since χcs,t ◦ χct,s(ρ) = ρ, we have q(t, s, χct,s(ρ)) = R∗1(t, s; ρ)pm(s, ρ)R1(t, s; ρ). So

d

dt

[
q(t, s, χct,s(ρ))

]
=w∗0(t, χct,s(ρ))R∗1(t, s; ρ)pm(s, ρ)R1(t, s; ρ)

+R∗1(t, s; ρ)pm(s, ρ)R1(t, s; ρ)w0(t, χct,s(ρ))

=w∗0(t, χct,s(ρ))q(t, s, χct,s(ρ)) + q(t, s, χct,s(ρ))w0(t, χct,s(ρ)).

(2.22)

So, denoting q̃(t, s, ρ) = q(t, s, χct,s(ρ)), (2.22) can be written

d

dt
[q̃(t, s, ρ)] =w∗0(t, χct,s(ρ))q̃(t, s, ρ) + q̃(t, s, ρ)w0(t, χct,s(ρ)). (2.23)

Therefore, since (2.15) gives d
dt [q̃(t, s, ρ)] = (∂tq)(t, s, χ

c
t,s(ρ))−c{λ, q}(t, s, χct,s(ρ)), we obtain

for any (t, s) ∈ (0, T )2 and ρ ∈ T ∗M

(∂tq)(t, s, χ
c
t,s(ρ)) = w∗0(t, χct,s(ρ))q(t, s, χct,s(ρ))+q(t, s, χct,s(ρ))w0(t, χct,s(ρ))+c{λ, q}(t, s, χct,s(ρ)).

Since for fixed (t, s) ∈ (0, T )2, χct,s is a bijection of T ∗M, it gives

(∂tq)(t, s, ρ) = w∗0(t, ρ)q(t, s, ρ) + q(t, s, ρ)w0(t, ρ) + c{λ, q}(t, s, ρ).

We thus see that our definition (2.14) of q(t, s, ρ) satisfies (2.21).

The homogeneity of λ of order one allows to keep the homogeneity of q(t, s, ρ). This

allows to select one Q(t, s), so that

Q(t, s) ∈ C∞((0, T )2; Ψm
phg(M;CN×N )) satisfies σm(Q(t, s)) = q(t, s, .). (2.24)
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From (2.21) and pseudodifferential calculus, we now have

∂tQ(t, s) = ic[ΛIdN×N , Q(t, s)] +W ∗0 (t)Q(t, s) +Q(t, s)W0(t) + R̃(t, s)

= iH(t)∗Q(t, s)− iQ(t, s)H(t) + R̃(t, s),
(2.25)

with R̃ ∈ C∞((0, T )2; Ψm−1
phg (M;CN×N )). Next we estimate the remainder R(t, s) = Q(t, s)−

P (t, s). Set

T (t, s) = S(t, s)∗(Q(t, s)− P (t, s))S(t, s) = S(t, s)∗Q(t, s)S(t, s)− Pm(s), (2.26)

so that we have, in view of (2.25),

∂tT (t, s) = ∂t [S(t, s)∗Q(t, s)S(t, s)]

= S(t, s)∗ [−iH(t)∗Q(t, s) + ∂tQ(t, s) + iQ(t, s)H(t)]S(t, s)

= S(t, s)∗R̃(t, s)S(t, s).

(2.27)

Therefore, we obtain

Q(t, s)− P (t, s) = S(s, t)∗
[
Q(s, s)− Pm(s) +

∫ t

s
S(τ, s)∗R̃(τ, s)S(τ, s)dτ

]
S(s, t), (2.28)

where R̃ ∈ C∞((0, T )2; Ψm−1
phg (M;CN×N )), Q(s, s) − Pm(s) ∈ C∞((0, T ); Ψm−1

phg (M;CN×N )) .

So this implies

Q(t, s)− P (t, s) ∈ B((0, T )2,L((Hσ)N , (Hσ+1−m)N ),

∂t(Q(t, s)− P (t, s)), ∂s(Q(t, s)− P (t, s)) ∈ B((0, T )2,L((Hσ)N , (Hσ−m)N ).
(2.29)

for any σ ∈ R . Together with the expression of Q in (2.24), we finish the proof of System

Egorov Theorem.

Remark 2.1. Note that the previous Egorov Theorem implies some propagation of mi-

crolocal defect measure, as described in Burq-Lebeau [19] in the more complicated case of

domain with boundary. The equation we obtain for R1 is actually closely related to the

trivialization of the bundle that they describe in [19, Section 3.2]. In the present article,

we will prove that the Egorov Theorem 2.1 implies a link between the observability of the

ODE and the observability of the PDE. Similarly, we plan to prove in the future [21] how the

propagation of microlocal defect measure in [19] implies a similar link.

2.4 N ×N Sharp G̊arding Inequality

In this section, we state without proof some uniform N×N type Sharp G̊arding Inequality

on a compact manifold. This is the equivalent of the sharp G̊arding inequality in Rn as stated

in [47]. The following versions on a compact manifold can easily be obtained frome the one

on Rn by localization in local charts. We refer for instance to [32, Section A.4] for some

details in the scalar case, the argument being exactly the same.
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Theorem 2.2. Assume that At ∈ C0([T1, T2]; Ψ0
phg(M;CN×N )). If σ0(At) is nonnega-

tive Hermitian matrix of order 0 on [T1, T2]× T ∗M, then

(Atu, u)(L2)N ≥ −C‖u‖2(H−1/2)N
, ∀t ∈ [T1, T2], u ∈ (H1)N ,

where C is independent with u.

The proof of Theorem 2.2 is a direct consequence of the following theorem.

Theorem 2.3. Assume A ∈ Ψ0
phg(M;CN×N ). If σ0(A) is a nonnegative hermitian matrix

of order 0 on T ∗M. Then, there exist C > 0 such that, we have

(Au, u)(L2)N ≥ −C‖u‖2(H−1/2)N
, (2.30)

for all u ∈ (L2)N

3 Proof of main results

In this section, we give a proof of Theorem 1.1. Our proof is inspired from [32]. We start

by writing the system (1.1) as a 2N × 2N system of order 1. Then, we use a trick due to

Taylor to eliminate the lower order terms. Applying System Egorov Theorem, N×N G̊arding

inequality and control theory of ODE, we construct a connection between pseudodifferential

representation and Gramian matrix of ODE system (1.9).

In the following, we will be slightly more general than in Theorem 1.1, in the sense that

we will allow L and D to be pseudodifferential operators in space and not only differential

operators. We assume

L = A0∂t +A1, (3.1)

with

A0 ∈ C∞(R; Ψ0(M;CN×N )), A1 ∈ C∞(R; Ψ1(M;CN×N )). (3.2)

and

D = D0∂t +D1, (3.3)

with

D0 ∈ C∞(R; Ψ0(M;CK×N )), D1 ∈ C∞(R; Ψ1(M;CK×N )). (3.4)

3.1 Gramian operator

• Half wave decomposition

We rewrite system (1.1) to Klein-Gordon type equations [25, 32],(∂2
t −∆g)V + V +B0∂tV +B1V = 0,

(V (0), Vt(0)) = (V0, V1).
(3.5)
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where B0 = A0 ∈ C∞(0, T ; Ψ0
phg(M;CN×N )), B1 = A1−IdN×N ∈ C∞(0, T ; Ψ1

phg(M;CN×N )),

We set

V+ = (∂t + iΛ)V, V− = (∂t − iΛ)V (3.6)

so that

V0 =
Λ−1

2i
(V+ − V−)|t=0, V1 =

1

2
(V+ + V−)|t=0. (3.7)

We define the map Σ:

Σ : (Hs(M))N × (Hs−1(M)N → (Hs−1(M)N × (Hs−1(M)N ,

(V0, V1) 7→ (V+, V−)|t=0.
(3.8)

According to (3.7), we have:

Σ =

(
iΛIdN×N IdN×N

−iΛIdN×N IdN×N

)
, Σ−1 =

1

2

(
−iΛ−1IdN×N iΛ−1IdN×N

IdN×N IdN×N

)
, (3.9)

where the operator Σ is (almost) an isometry

(Hs(M))N × (Hs−1(M)N → (Hs−1(M)N × (Hs−1(M)N . (3.10)

Note that if (V+(0), V−(0)) = Σ(V0, V1), we have

2‖(V0, V1)‖2(Hs)N×(Hs−1)N = ‖V+(0)‖2(Hs−1)N + ‖V−(0)‖2(Hs−1)N . (3.11)

Let

B+ =
1

2
(B0 − iB1Λ−1), B− =

1

2
(B0 + iB1Λ−1), (3.12)

we rewrite system (3.5) as a 2N × 2N system(∂t − iΛ)V+ +B+V+ +B−V− = 0,

(∂t + iΛ)V− +B+V+ +B−V− = 0,
(3.13)

since ∂2
t −∆ + 1 = (∂t − iΛ)(∂t + iΛ). Denote

P = ∂t +M1 +B, M1 =

(
−iΛIdN×N 0

0 iΛIdN×N

)
, B =

(
B+ B−

B+ B−

)
. (3.14)

Then PV = 0, V = (V+, V−)′. We define S (t, s) as the solution operator of system (3.13).

Well-posedness of Hyperbolic system (3.13) yields

S (t, s) ∈ B((0, T )2;L(Hσ(M;C2N ))),

∂tS (t, s), ∂sS (t, s) ∈ B((0, T )2;L(Hσ(M;C2N );Hσ−1(M;C2N ))), ∀σ ∈ R.
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Lemma 3.1. Denote by S±(t, s) solution operator of (∂t ∓ iΛ) +B± and let

S(t, s) =

(
S+(t, s) 0

0 S−(t, s)

)
. (3.15)

The solution operator S (t, s) of system (3.13) have the following decomposition

S (t, s) = S(t, s) +R(t, s),

where, for all σ ∈ R,

R(t, s) ∈ B((0, T )2;L(Hσ(M;C2N );Hσ+1(M;C2N ))) (3.16)

Proof. (case N = 1 see [32]).

We use a trick to decouple the equations. More precisely, we find an operator K ∈
C∞(0, T ; Ψ−1(M ;C2N×2N )) so that W = (Id2N×2N − K)V solves a diagonal system, up to

appropriate remainders. We have on the one hand

(Id2N×2N +K)W = V −K2V.

Notice that PV = 0, then

(Id2N×2N −K)P (Id2N×2N +K)W = (Id2N×2N −K)P (V −K2V)

= −(Id2N×2N −K)PK2V = RV.

Moreover, the remainder satisfies R ∈ R−1, where

R−1 = C∞(0, T0; Ψ−1
phg(M ;C2N×2N )) + C∞(0, T0; Ψ−2

phg(M;C2N×2N ))Dt

is the admissible class of remainders in the present context. On the other hand, we have

(Id2N×2N −K)P (Id2N×2N +K)W = PW + [P,K]W −KPKW, (3.17)

with KPK ∈ R−1. We then remark that [∂t,K]W = (∂tK)W so that

[∂t,K] ∈ C∞(0, T0; Ψ−1
phg(M;C2N×2N )) ⊂ R−1

and as well [B,K] ∈ R−1. Hence, if we find K such that(
0 B−

B+ 0

)
+ [M1,K] ∈ R−1, (3.18)

then W solves the following equation

PdW = R1W +R2V = RV, (3.19)

with R1, R2, R ∈ R−1 and, with M1 defined in (3.14),

Pd = ∂t +M1 +Ad, Ad =

(
B+ 0

0 B−

)
. (3.20)
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Now taking

K :=
1

2i

(
0 Λ−1B−

−B+Λ−1 0

)
∈ C∞(0, T0; Ψ−1

phg(M;C2N×2N )) (3.21)

realizes (3.18), and we are left to study PdW = RV, R ∈ R−1, with W = (Id2N×2N −K)V.

Note that it is crucial at this step that Λ is diagonal so that, for instance, Λ−1B−Λ =

B−+ R−1. S(t, s) defined in (3.15) is therefore the solution operator of Pd. Equation is now

solved by

W (t) = S(t, s)W (s) +

∫ t

s
S(t, t′)R(t′)V(t′)dt′, R ∈ R−1. (3.22)

Recalling that W = (Id2N×2N −K)V, and that V(t) = S (t, s)V(s), this yields

V(t) = S(t, s)V(s) +K(t)S (t, s)V(s)− S(t, s)K(s)V(s) +
(∫ t

s
S(t, t′)R(t′)S (t′, s)dt′

)
V(s).

This can be rewritten as

V(t) = S(t, s)V(s) +R(t, s)V(s),

with

R(t, s) = K(t)S (t, s)− S(t, s)K(s) +
(∫ t

s
S(t, t′)R(t′)S (t′, s)dt′

)
.

satisfying

R(t, s) ∈ B((0, T0)2;L(Hσ(M;C2N );Hσ+1(M;C2N ))),

∂tR(t, s), ∂sR(t, s) ∈ B((0, T0)2;L(Hσ(M;C2N ))),
(3.23)

for any σ ∈ R, according to regularity of S (t, s) and K(s). This finishes the proof of Lemma

3.1.

Lemma 3.1 states that S (t, s) can be divided into two parts, diagonal term S(t, s) and a

more regular term R(t, s). So we have a high-frequency representation formula for solutions

of system (1.1).

• Gramian Operator

In this part, we apply System Egorov Theorem 2.1 to express the Gramian operator as a

pseudodifferential operator, following [25] for the scalar case.

Theorem 3.1. Let V∗ := (V0, V1) ∈ (H1(M))N×(L2(M)))N be the initial data of System

(1.1). Let T0 > 0. Then for any T ∈ (0, T0], we have∫ T

0
‖DV (t)‖2(L2(M)))Kdt = ((GT + R̃T )ΣV∗,ΣV∗)(L2(M)))N×(L2(M)))N , (3.24)
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where GT ∈ C∞(0, T0; Ψ0
phg(M;C2N×2N )) and R̃T ∈ B(0, T0;L((Hσ(M))2N , (Hσ+1(M))2N ))

is in a class of regularizing operators of order at least one (see Definition A.1 below). More-

over, the principal symbol of GT can be characterized as follows:

σ0(GT ) =

(
G+
ρ (T ) 0

0 G−ρ (T )

)
∈ C∞(0, T0;S0

phg(M;C2N×2N )),

G+
ρ (T ) =

1

4

∫ T

0
R∗+(0, t;ϕ−t(ρ))d∗+(t, ϕ−t(ρ))d+(t, ϕ−t(ρ))R+(0, t;ϕ−t(ρ))dt,

G−ρ (T ) =
1

4

∫ T

0
R∗−(0, t;ϕt(ρ))d∗−(t, ϕt(ρ))d−(t, ϕt(ρ))R−(0, t;ϕt(ρ))dt,

(3.25)

where R±(τ, t; ρ) satisfies

dR±(τ, t; ρ)

dτ
= R±(τ, t; ρ)b±(τ, ϕ±(t−τ)(ρ)), R±(t, t; ρ) = IdN×N , (3.26)

with b± = σ0(B±) = 1
2(a0 ± a1

i|ξ|x ), d± = d0 ± d1
i|ξ|x and ϕt(ρ), t ∈ [0, T ] is the Hamiltonnian

flow of |ξ|x initiated at ρ (see Theorem 2.1 for more precisions).

This theorem is the main step to prove Theorem 1.4. The only difference is the charac-

terization of G±ρ (T ) as the Gramian matrix of appropriate control problems, which will be

made in another Section. The proof is a direct combination of Proposition 3.1 and 3.2 below.

Proposition 3.1. Denote by V∗ = (V0, V1) ∈ (H1)N × (L2))N the initial data of system

(1.1). We have ∫ T

0
‖DV (t)‖2(L2))Kdt = ((GT +RT )ΣV∗,ΣV∗)(L2))N×(L2))N , (3.27)

where

RT ∈ Bloc(R+;L(Hσ(M;C2N );Hσ+1(M;C2N ))), ∀σ ∈ R. (3.28)

and

GT =

∫ T

0

(
S(t, 0)∗+D

11S(t, 0)+ S(t, 0)∗+D
12S(t, 0)−

S(t, 0)∗−D
21S(t, 0)+ S(t, 0)∗−D

22S(t, 0)−

)
dt,

D11 =
D∗0D0

4
+

Λ−1D∗1D1Λ−1

4
− Λ−1D∗1D0

4i
+
D∗0D1Λ−1

4i
,

D12 =
D∗0D0

4
− Λ−1D∗1D1Λ−1

4
− Λ−1D∗1D0

4i
− D∗0D1Λ−1

4i
,

D21 =
D∗0D0

4
− Λ−1D∗1D1Λ−1

4
+

Λ−1D∗1D0

4i
+
D∗0D1Λ−1

4i
,

D22 =
D∗0D0

4
+

Λ−1D∗1D1Λ−1

4
+

Λ−1D∗1D0

4i
− D∗0D1Λ−1

4i
,

(3.29)

where the definition of S±(t, s) is given in Lemma 3.1,
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Proof. The proof of Proposition 3.1 essentially relies on some computations and an appli-

cation of Lemma 3.1. According to (3.7)∫ T

0
(DV,DV )(L2)Kdt =

∫ T

0

(
D1Λ−1

2i
(V+ − V−),

D1Λ−1

2i
(V+ − V−)

)
(L2)K

+

(
D0

2
(V+ + V−),

D0

2
(V+ + V−)

)
(L2)K

+

(
D0

2
(V+ + V−),

D1Λ−1

2i
(V+ − V−)

)
(L2)K

+

(
D1Λ−1

2i
(V+ − V−),

D0

2
(V+ + V−)

)
(L2)K

dt.

(3.30)

Denote D̂1 =

(
D11 D12

D21 D22

)
. Since V∗ = (V0, V1)′, we have

∫ T

0
(DV,DV )(L2)Kdt =

∫ T

0

(
D̂1S (t, 0)ΣV∗,S (t, 0)ΣV∗

)
(L2)N×(L2)N

. (3.31)

According to Lemma 3.1,

(V+, V−)′ = S (t, 0)ΣV∗ = (S(t, 0) +R(t, 0))ΣV∗. (3.32)

Combining (3.32) with (3.31), we have∫ T

0
(DV,DV )(L2)Kdt =

∫ T

0
(S∗(t, 0)D̂1S(t, 0)ΣV∗,ΣV∗)(L2))N×(L2)N

+ (R∗(t, 0)D̂1S(t, 0) + S∗(t, 0)D̂1R(t, 0)ΣV∗,ΣV∗)(L2)N×(L2)N

+ (R∗(t, 0)D̂1R(t, 0)ΣV∗,ΣV∗)(L2)N×(L2)N .

Define

RT = R∗(t, 0)D̂1S(t, 0) + S∗(t, 0)D̂1R(t, 0) +R∗(t, 0)D̂1R(t, 0)

with

GT = S∗(t, 0)D̂1S(t, 0),

we obtain (3.27). We claim that RT satisfies (3.28). Indeed, S(t, 0) preserves the regularity

thanks to (3.16) in Lemma 3.1 and D̂1 is a Pseudodifferential operator of order 0.

Proposition 3.2. GT (defined in (3.29)) has a decomposition as GT = GT +RT , where

RT satisfies

RT ∈ Bloc(R+;L(Hσ(M;C2N );Hσ+1(M;C2N ))), ∀σ ∈ R (3.33)

and GT ∈ C∞(R+; Ψ0
phg(M;C2N×2N )) has principal symbol

σ0(GT ) =

(
G+
ρ (T ) 0

0 G−ρ (T )

)
,

G±ρ (T ) =
1

4

∫ T

0
R∗±(0, t;ϕ∓t (ρ))d∗±(t, ϕ∓t (ρ))d±(t, ϕ∓t (ρ))R±(0, t;ϕ∓t (ρ))dt,

(3.34)
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where R±(s, t; ρ) satisfies

dR±(τ, t; ρ)

dτ
= R±(τ, t; ρ)b±(τ, ϕ∓τ−t(ρ)), R±(t, t; ρ) = IdN×N , (3.35)

with b± = σ0(B±) = 1
2a0 ± 1

2
a1
i|ξ|x , d± = d0 ± d1

i|ξ|x and ϕ∓t is defined in Section 2.1.

The proof relies on Egorov Theorem and the following Lemma that deals with the anti-

diagonal terms of the Gramian control operator whose proof is postponed to the Appendix.

Lemma 3.2. Assume that I is an interval in R, let

H±(t) = ±ΛIdN×N + iW0(t),

W0 ∈ C∞(0, T ; Ψ0
phg(M;CN×N )),

then for any B0 ∈ C∞(0, T ; Ψm
phg(M;CN×N )), m ∈ R, we can define

B(T ) =

∫ T

0
S±(t, 0)∗B0S∓(t, 0)dt,

and we have B ∈ Bloc(I;L((Hσ(M))N , (Hσ+1−m(M)))N ) for all σ ∈ R.

Proof of Proposition 3.2. Concerning the anti-diagonal terms of GT in (3.29) integrating

Lemma 3.2 on [0, T ] yields∫ T

0
S(t, 0)∗+D

12S(t, 0)−dt ∈ Bloc(I;L((Hσ)N , (Hσ+1−m)N ),∫ T

0
S(t, 0)∗−D

21S(t, 0)+dt ∈ Bloc(I;L((Hσ)N , (Hσ+1−m)N ).

(3.36)

Next we claim that there exist G+
ρ (T ), G−ρ (T ) satisfying (3.34) and

∫ T
0 S(t, 0)∗+D

11S(t, 0)+dt−G+
ρ (T ) ∈ Bloc(I;L((Hσ)N , (Hσ+1−m)N ),∫ T

0 S(t, 0)∗−D
22S(t, 0)−dt−G−ρ (T ) ∈ Bloc(I;L((Hσ)N , (Hσ+1−m)N ).

(3.37)

We only detail S(t, 0)∗+D
11S(t, 0)+, the other case being similar. Hence, applying System

Egorov Theorem 2.1, with

• c = 1, so that χ1
τ,s(ρ) = ϕ−τ−s(ρ) = ϕs−τ (ρ) and χc=1

t,0 = ϕ−t

• W0 = B+

• Pm = D11 = 1
2(D0 + D1Λ−1

i )∗ · 1
2(D0 + D1Λ−1

i )

gives S(t, 0)∗+D
11S(t, 0)+ = R∗+(0, t, ϕ−t(ρ))d11(t, ϕ−t(ρ))R+(0, t, ϕ−t(ρ)) where R+ solves

dR+(τ, s; ρ)

dτ
= R+(τ, s; ρ)b+(τ, ϕ−τ−s(ρ)), R+(s, s; ρ) = IdN×N (3.38)

and b+ = σ0(B+) = 1
2σ0(A0 − iA1Λ−1) = 1

2(a0 + a1
i|ξ|x ), d+ = σ0(D0 + D1Λ−1

i ) = d0 + d1
i|ξ|x ,

The other case S(t, 0)∗−D
22S(t, 0)− is the same with c = −1, χ−1

t,0 = ϕt, W0 = B−,

Pm = D22.
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• Gramian operator and weak observability inequality (1.7)

As a direct consequence of Theorem 3.1 (or a direct verification), σ0(GT ) is a nonnegative

symmetric matrix. According to N × N Sharp G̊arding Inequality 2.2, we can construct a

connection between weakly observability inequality (1.7) and Gramian control operator as

follow.

Proposition 3.3. Let T > 0 . Define

R2(T ) = min{ min
ρ0∈S∗M

sup
{
s ∈ R

∣∣β∗(G+
ρ (T )− sIdN×N )β ≥ 0,∀β ∈ CN

}
,

min
ρ0∈S∗M

sup
{
s ∈ R

∣∣β∗(G−ρ (T )− sIdN×N )β ≥ 0,∀β ∈ CN
}
}

(3.39)

and G±ρ (T ) are defined in (3.25). If for all ρ0 ∈ S∗M, σ0(GT ) is a symmetric positive matrix,

then the weak observability inequality (1.7) holds for all solutions of system (1.1) with

C2
obs(T ) ≥ 1

2R2(T )
. (3.40)

Proof. According to Theorem 3.1, we have∫ T

0
‖DV (t)‖2(L2)Kdt = ((GT +RT )ΣV∗,ΣV∗)(L2)N×(L2)N

≥ (GTΣV∗,ΣV∗)(L2)N×(L2)N − C1‖ΣV∗‖2
(H−

1
2 )N

,

(3.41)

and σ(GT ) is a symmetric positive matrix. Then σ(GT ) − R2(T )Id2N×2N is a nonnegative

symmetric matrix (here, we are using that actually, the supremum in (3.39) is actually a

maximum). By N ×N Sharp G̊arding Inequality 2.2 and (3.41), we obtain∫ T

0
‖DV (t)‖2(L2)Kdt ≥ (R2(T )ΣV∗,ΣV∗)(L2)N×(L2)N − C1‖ΣV∗‖2

(H
1
2 )N×(H−

1
2 )N

.

Combining with (3.11), we have

1

R2(T )

∫ T

0
‖DV (t)‖2(L2)Kdt ≥ 2‖(V0, V1)‖2(H1)N×(L2)N − C‖(V0, V1)‖2

(H
1
2 )N×(H−

1
2 )N

. (3.42)

So this finishes the proof of Proposition 3.3.

• Gramian control operator and controllability of ODE system

For fixed ρ0 ∈ S∗M, we will consider the following control system Ẋ(t) =
1

2
a∗±(t, ϕ∓t(ρ0))X(t) +

1

2
d∗±(t, ϕ∓t(ρ0))u(t),

X(0) = X0 ∈ CN ,
(3.43)

where X(t) = (X1, · · · , XN )′ is a vector having N components, and a± = a0± a1
i|ξ|x is a N×N

matrix. d± = d0± d1
i|ξ|x is a K ×N matrix. u(t) ∈ L2(0, T ;CK) is the control.

Next we reveal connections between Gramian control operator and exact controllability

of ODE system (3.43) as follows. For the convenience of the reader, we have recalled some

classical facts of the control of ODE in Section A.2.

The first step is an elementary but crucial Lemma.

26



Lemma 3.3. Let ρ0 ∈ S∗M. Denote R̃±(·, ·; ρ0) the resolvent of system (3.43) (see

Definition A.3). Then

R±(τ, t; ρ0) = R̃±(τ, t;ϕ±t(ρ0))∗, (3.44)

where R±(·, ·; ρ0) is defined in (3.26).

Moreover, let the G± be the Gramian of the control system (3.43), as defined in (A.5).

Then

G± = G±ρ0(T ) (3.45)

where G±ρ0(T ) is defined in (3.25).

Proof. The equation (3.26) verified by R± is

dR±(τ, t; ρ0)

dτ
= R±(τ, t; ρ0)b±(τ, ϕ±(t−τ)(ρ0)), R±(t, t; ρ0) = IdN×N , (3.46)

Taking the adjoint of (A.4) applied to system (3.43) and recalling b±(τ, ρ0) = a±(τ,ρ0)
2 gives

dR̃±(τ, t; ρ0)∗

dτ
= R̃±(τ, t; ρ0)∗

a±(τ, ϕ∓τ (ρ0))

2
= R̃±(τ, t; ρ0)∗b±(τ, ϕ∓τ (ρ0)), R̃±(t, t; ρ0) = IdN×N .

Applying at the point ϕ±t(ρ0) gives

dR̃±(τ, t;ϕ±t(ρ0))∗

dτ
= R̃±(τ, t;ϕ±t(ρ0))∗b±(τ, ϕ±(t−τ)(ρ0)), R̃±(t, t;ϕ±t(ρ0)) = IdN×N .

(3.47)

Therefore, for fixed t, the two matrices R±(τ, t; ρ0) and R̃±(τ, t;ϕ±t(ρ0))∗ depending on τ

solve the same equation with same initial data, so they are equal by the Cauchy-Lipschitz

Theorem.

Concerning the second part of the Lemma, (A.5) gives with the current notations.

G± =
1

4

∫ T

0
R̃±(0, s; ρ0)d∗±(s, ϕ∓s(ρ0))d±(s, ϕ∓s(ρ0))R̃∗±(0, s; ρ0)ds.

Concerning, (3.25) it can be written

G±ρ0(T ) =
1

4

∫ T

0
R∗±(0, t;ϕ∓t(ρ0))d∗±(t, ϕ∓t(ρ0))d±(t, ϕ∓t(ρ0))R±(0, t;ϕ∓t(ρ0))dt.

Now, using the obtained identity (3.44), we get the expected result

G±ρ0(T ) =
1

4

∫ T

0
R̃±(0, t; ρ0)d∗±(t, ϕ∓t(ρ0))d±(t, ϕ∓t(ρ0))R̃∗±(0, t; ρ0)dt.

Theorem 1.4 is now a direct consequence of Theorem 3.1 and of the previous Lemma.

Another consequence is the following.

Proposition 3.4. Let T > 0, for any ρ0 ∈ S∗M , we have the equivalence
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1. Hermitian matrix σ0(GT ) (defined in (3.25)) is positive.

2. System (3.43) are exactly controllable in both cases + and −.

Proof. Thanks to (3.45), the result is now a direct consequence of the classical equivalence

between invertibility of the Gramian and controllability, that is Theorem A.2 stated in the

Appendix.

In the next Proposition, we prove that if a and d have some symmetry properties, we

need to check the controllability of only one system + or −. This property will be satisfied

in the two important cases

• A is a differential operator so that a0 is even and a1 is odd and a± = 1
2

(
a0 ± a1

i|ξ|x

)
(same for d)

• A = ΛA(x) where A(x) is the operator of multiplication by a matrix A(x), which will

be the case for zero order coupling.

Proposition 3.5. Assume a± = a∓ ◦ σ, b± = b∓ ◦ σ, d± = d∓ ◦ σ, where σ is defined in

Lemma 2.2. Let T > 0, for any ρ0 ∈ S∗M , we have the equivalence

1. Hermitian matrix σ0(GT ) (defined in (3.25)) is positive at ρ0 and σ(ρ0)

2. System (1.9) is exactly controllable in the case a− and d− for ρ0 and σ(ρ0)

3. System (1.9) is exactly controllable in the case a+ and d+ for ρ0 and σ(ρ0).

The proof is direct with Proposition 3.4 and the following Lemma at hand.

Lemma 3.4. With the symmetry assumptions of Proposition 3.5, we have

G+
σ(ρ0)(T ) = G−ρ0(T ).

Proof. By using Lemma 2.2, we have

(ϕt(ρ0)) ◦ σ = σ ◦ (ϕ−t(ρ0)), (ϕ−t(ρ0)) ◦ σ = σ ◦ (ϕt(ρ0)). (3.48)

We have, first by (3.48), then by the symmetry property of d,

d+(t, ϕ−t(σ(ρ0))) = d+(t, σ ◦ ϕt(ρ0)) = d−(t, ϕt(ρ0)) (3.49)

and the same holds for the transpose. For the same reasons, we have

b+(τ, ϕ−τ−t(σ(ρ0))) = b+(τ, σ ◦ ϕ+
τ−t(ρ0)) = b−(τ, ϕ+

τ−t(ρ0)), (3.50)

In particular, we have by (3.26)

dR+(τ, t;σ(ρ0))

dτ
= R+(τ, t;σ(ρ0))b+(τ, ϕ−τ−t(σ(ρ0))) = R+(τ, t;σ(ρ0))b−(τ, ϕ+

τ−t(ρ0)) (3.51)

which is the equation satisfied by R−(τ, t; ρ0) with same initial data, so that R+(τ, t;σ(ρ0)) =

R−(τ, t; ρ0). (3.48) and this symmetry of R give

R+(0, t;ϕ−t (σ(ρ0))) = R+(0, t;σ ◦ ϕ+
t (ρ0)) = R−(0, t;ϕ+

t (ρ0)). (3.52)

This gives exactly the expected result G+
σ(ρ0)(T ) = G−ρ0(T ).
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3.2 Proof of Theorem 1.1

We actually plan to prove the slightly more general theorem. Let

a0 ∈ C∞(R;S0
phg(T

∗M;CN×N )), a1 ∈ C∞(R;S1
phg(T

∗M;CN×N )), (3.53)

are, respectively, the principal symbols of A0 and A1 which are defined in (3.1). Let

d0 ∈ C∞(R;S0
phg(T

∗M;CK×N )), d1 ∈ C∞(R;S1
phg(T

∗M;CK×N )) (3.54)

are, respectively, the principal symbols of D0 and D1 which are defined in (3.3).

Theorem 3.2. Solutions of System (1.1) satisfy weak observability inequality (1.7) on

[0, T ] if and only if for any ρ0 ∈ S∗M, any initial data X0 ∈ CN , both systems (3.43) are

exactly controllable on [0, T ].

Proof. Step 1. By Proposition 3.3 and Proposition 3.4, it is easy to show that Systems

(3.43) are exactly controllable implies weakly observability inequality (1.7) for all

solution of system (1.1).

Step 2. We check that System (1.1) satisfy weakly observability inequality (1.7)

implies system (3.43) are exactly controllable. Suppose by contradiction that this

part of the Theorem failed, then there exists a ρ0 ∈ S∗M and Hamiltonian flow ϕt(ρ0) such

that one of the system (3.43) is not controllable, let us say − for fixing the ideas. Hence

Gρ0(T ) is nonpositive. According to Proposition 3.4, we have

det
(
G−ρ (T )

)
= 0, (3.55)

Then there exists a vector P ∈ CN , |P |l2(CN ) = 1 such that P ∗G−ρ (T )P = 0 . We take a

local chart x0 ∈ (Uκ, k) of M so that gi,j(x0) = Id. We denote by (y0, η0) the coordinates

of ρ0 in this chart. We choose ψ ∈ C∞c (Rn) such that supp(ψ) ⊂ κ(Uκ), and ψ = 1 in a

neighborhood of y0 . Next we define

wk(y) = C0k
n
4 eikϕ(y)ψ(y), ϕ(y) = y · η0 + i(y − y0)2, C0 > 0.

Setting now

vk− = κ∗wk ∈ C∞c (M), (3.56)

We have vk− ⇀ 0 and limk→∞ ‖Pvk−‖L2(M)) = limk→∞ ‖Pvk−‖(L2(M)))N = 1 for an appropriate

choice of C0, while limk→∞ ‖vk−‖H−1(M)) = 0. Moreover, a classical computation on (wk)k∈N

show that for all A ∈ Ψ0
phg(M;CN×N ), (vk−)k∈N satisfies(
APvk−, Pv

k
−

)
(L2)N

→ σ0(P ∗AP )(ρ0), k →∞. (3.57)
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Next, we set vk+ = 0, k ∈ N, and V k = Σ−1(0, Pvk−) ∈ (H1 × L2)N . Denoting Vk(t) the

solution to system (1.1) with initial data V k, Theorem 3.1 and (3.57) gives

lim
k→∞

∫ T

0
‖DVk(t)‖2(L2)Kdt = lim

k→∞

(
(GT + R̃T )ΣV k,ΣV k

)
(L2)2N

= lim
k→∞

(
GTΣV k,ΣV k

)
(L2)2N

= P ∗G−ρ (T )P = 0,

(3.58)

where we used that RT is 1-smoothing, that GT ∈ Ψ0
phg(M;C2N×2N ) has principal symbol

given by (3.37), and the choice of ρ = ρ0 in (3.37) . Then we obtain a contradiction and

finish the proof of Theorem 3.2.

Proof of Theorem 1.1. Since A and D are differential operators, Proposition 3.5 applies and

the conclusion is direct from Theorem 3.2.

3.3 Proof of Theorem 1.3

Proof of Theorem 1.3. By Theorem 1.1, Gρ0(T ) is positive for any ρ0 ∈ S∗M. Hence T >

Tcrit = inf
T0
{T0| min

ρ0∈S∗M,|β|=1
β∗Gρ0(T0)β > 0} .

Using Proposition 3.5, we have

K(T ) = R2(T ). (3.59)

Proposition 3.3 then gives that the weak observability holds with

C2
obs(T ) ≥ 1

2K(T )
. (3.60)

Since M is a compact manifold, it suffices to show that there exists a ρ0 ∈ S∗M, such that

σ(GT ) −R2(T )Id2N×2N is a nonpositive matrix. In view of the proof of Theorem 3.2, it is

easy to obtain

C2
obs(T )R2(T ) = C2

obs(T )

∫ T

0
‖DVk(t)‖2(L2)Kdt ≥

∑
k

‖Vk‖2L2 → 1. (3.61)

So we finish the proof of Theorem 1.3 thanks to .

Corollary 1.1 is a direct consequence of [40, Theorem 3.2] and Theorem 1.3.

4 Coupling of order zero

In this Section, we plan to prove that the involved systems are well posed and prove

Theorem 1.5. In a first Section, we will also describe that the assumption of the matrix being

in a subdiagonal form is actually quite general.
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4.1 Getting the subdiagonal form

4.1.1 Getting the subdiagonal form in the constant coupling case

We use the Brunovsky normal form as described in Proposition A.1. This gives the

immediate Lemma.

Lemma 4.1. Assume that (A,B) are constant matrices and satisfy the Kalman rank

condition. Let (Ã, B̃), Q, F , Mu given by Proposition A.1. Define also the space varying

matrix Ãω(x) = Ãχω(x) = Q−1(AQ+χω(x)BF ) where χω = 1 on ω. Then, if Ũ is solution of∂2
t Ũ −∆gŨ + ÃωŨ = χω(x)B̃G̃,

(Ũ(0), Ũt(0)) = (Ũ0, Ũ1).
(4.1)

then, U = QŨ is solution of∂2
t U −∆gU +AU = χω(x)BG,

(U(0), Ut(0)) = Q(Ũ0, Ũ1).
(4.2)

with control G = −FŨ +MuG̃.

In particular, if the system (4.1) is controllable in some space E = E1 × E0 satisfying

E1 ⊂ (L2(M))N with control G̃ ∈ L2(0, T ;L2(M))K), then the system (4.2) is controllable

in EQ = QE on [0, T ] with control G ∈ L2(0, T ;L2(M))K).

Moreover, we have the following properties concerning the coupling matrix.

1. for any x ∈M, has a subdiagonal form as described in Proposition A.1.

2. for x ∈ ω, Ãω(x) = Ã so that (Ãsub, B̃) = (Ã, B̃) satisfies the Kalman rank condition,

where the index sub means that we only keep the subdiagonal terms as in (1.22).

Proof. This is just a direct computation, denote � = ∂2
t −∆g, we have

�U +AU = Q�Ũ +AQŨ = −QÃωŨ + χω(x)QB̃G̃+AQŨ

= −(AQ+ χω(x)BF )Ũ + χω(x)BMuG̃+AQŨ

= χω(x)B(−FŨ +MuG̃) = χω(x)BG.

The second property about the link between the controllability of each equation is direct.

The properties of the coupling matrix are then a direct consequences of Proposition A.1.

4.1.2 An algorithm to obtain a natural subdiagonal form

In this section, we describe one natural (informal) algorithm as following when considering

the control system∂2
t U −∆gU +AU = BG,

(U(0), Ut(0)) = (U0, U1).
with control G ∈ L2(0, T ;L2(M))K) (4.3)

where A(x) is a matrix in RN×N and B(x) is a matrix in RN×K .
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• We start from the subspace of RN that might be reached directly by the control G

(without using the coupling). Namely, we define E1 ⊂ RN as

E1 = V ect {∪x∈MRange(B(x))}

This set of state variables might be controlled in H1(M)× L2(M).

• Next, we define the subspace that might be controlled from E1 (if we can control in all

E1) through the coupling. This makes us to define naturally

E2 = V ect {∪x∈MA(x)(E1)}

This set of state variables might be controlled from a source term in C([0, T ];H1(M))

so, we expect to control the states at least in H2(M)×H1(M) (but may be better for

direction that are in E1 ∩ E2).

• Again, we want to define the subspace that might be controlled from E2 (if we can

control in all E2) through the coupling. The natural new space that could be reached

is

E3 = V ect {∪x∈MA(x)(E2)}

This time, the new source term is in C(0, T ;H2(M)). Thus, we expect to control the

states in H3(M)×H2(M).

So, this leads to the definition of subspaces of Ei by iteration:

• E1 = V ect {∪x∈MRange(B(x))}

• Ei+1 = V ect {∪x∈MA(x)(Ei)}.

Hk = V ectki=1Ei is clearly an increasing sequence of subspaces of RN that is stationary after

some steps that we call k. Morever, it satisfies the important property A(x)(Hi) ⊂ Hi+1

for any x ∈ M. It could happen that the bigger space Hk is not equal to RN , but it is

easy to see that the wave system is not controllable in this case. Indeed, for any control

B(x)G(t, x) ∈ Hk since Hk contains V ect {∪x∈MRange(B(x))}, and A(x)(Hk) ⊂ Hk, so for

any initial data in Hk, the solution remains in Hk.

We can then assume now that we can decompose RN = ⊕ki=1Fi with Fi ∩ Fj = {0} if

i 6= j and ⊕ni=1Fi = Hn. In particular, in a basis according to Fi, A(x) can be written as a

matrix ”subdiagonal by block” as (1.19) and (1.20).

Not that in the case A(x) = A and B(x) = B, we have E1 = Range(B) and Ei =

Range(Ai−1B), so that this decomposition is related to the Kalman rank condition and the

Brunovsky normal form described in Proposition A.1.
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4.2 Wellposedness in multilevel spaces

Up to now and in the next Section, we assume that A(x) and B(x) have the form described

in Theorem 1.5.

The natural space for solutions of (4.3) is then then space Hs as follows. U ∈ Hs if for

every i = 1, ..., k, we have U i ∈ Hs+i−1(M)di where di is the dimension of Fi. That is

Hs = Hs(M)d1 ×Hs+1(M)d2 × · · · ×Hs+k−1(M)dk . (4.4)

The natural energy space is then E = H1 ×H0 and we will prove (see Theorem 4.1) that the

equation ∂2
t U −∆gU +AU = BG,

(U(0), Ut(0)) = (U0, U1).
(4.5)

is well posed in E with source term G ∈ L2(0, T ;L2(M))K).

Now, it appears that the important terms are the subdiagonal terms of A as (4.6).

Asub(x) =



0 0 0 . . . . . . 0

A21 0 0 . . . . . . 0

0 A32 0 . . . . . . 0

0 0 A43
. . . . . . 0

...
...

...
. . .

. . .
...

0 0 0 0 Ak,k−1 0


(4.6)

Note that in the previous result, the high frequency problem and the unique continuation

problem, the matrix involved is not the same.

We have

A(x) = Asub +Ar =



0 0 0 . . . . . . 0

A21 0 0 . . . . . . 0

0 A32 0 . . . . . . 0

0 0 A43
. . . . . . 0

...
...

...
. . .

. . .
...

0 0 0 0 Ak,k−1 0


+



A11 A12 A13 . . . . . . A1k

0 A22 A23 . . . . . . A2k

0 0 A33 . . . . . . A3k

0 0 0
. . . . . . A4k

...
...

...
. . .

. . .
...

0 0 0 0 0 Akk


(4.7)

The structure ”subdiagonal by block ” of A allows to prove the following Lemma.

Lemma 4.2. For any s ∈ R, the multiplication by

• A(x) sends Hs into Hs−1

• Asub(x) sends Hs into Hs−1

• Ar(x) sends Hs into Hs.
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Lemma 4.3. Let (U0, U1) ∈ E and H ∈ L1([0, T ];H0). Then, there exists a unique

solution (U, ∂tU) ∈ C([−T, T ], E) to∂2
t U −∆gU = H,

(U(0), Ut(0)) = (U0, U1).
(4.8)

is well posed in (U, ∂tU) ∈ C([−T, T ], E) for (U0, U1) ∈ E and H ∈ L1([0, T ];H0)

Proof. Since the wave operator is diagonal, we can reduce the problem to each component

where the Theorem reduces to the property that the equation∂2
t Vi −∆gVi = Hi,

(Vi(0), (Vi)t(0)) = (U0,i, U1,i)

is well posed in C([−T, T ], (H i(M))di ∩ C1([0, T ]; (H i−1(M))di) with source term in Hi ∈
L1([0, T ]; (H i−1(M))di) and (U0,i, U1,i) ∈ (H i(M)×H i−1(M))di .

Theorem 4.1. Let (U0, U1) ∈ E and G ∈ L1([0, T ];L2(M))K). Then, there exists a

unique solution (U, ∂tU) ∈ C([−T, T ], E) to the equation∂2
t U −∆gU +AU = BG,

(U(0), Ut(0)) = (U0, U1).

Proof. The proof is direct with Lemma 4.2 and Lemma 4.3. The source term BG is in

L1([0, T ];H0) because of the specific structure of B in (1.20).

4.3 Reduction of the control problem

In this Section, we will reduce the control problem, which is now with a coupling of

subdiagonal form as in Section 1.2, to a coupling of order 1. This will lead to a proof of

Theorem 1.5

At this stage, we notice that the matrix Ar defined in (4.7) is compact for this scale of

spaces. Now, it is natural to define the following operator

T =



Id 0 0 . . . . . . 0

0 Λ 0 . . . . . . 0

0 0 Λ2 . . . . . . 0

0 0 0
. . . . . . 0

...
...

...
. . .

. . .
...

0 0 0 0 0 Λk−1


(4.9)
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T is a natural isometry fromHs to (Hs(M))N . We will need also the matricial operator PA de-

fined by (roughly the action of PA on each subspace is described by (PA)i,j = Λi−1Ai,jΛ
−(j−1))

PA = TAT−1 =



A11 A12Λ−1 A13Λ−2 . . . . . . A1kΛ
−(k−1)

ΛA21 ΛA22Λ−1 ΛA23Λ−2 . . . . . . ΛA2kΛ
−(k−1)

0 Λ2A32Λ−1 Λ2A33Λ−2 . . . . . . Λ2A3kΛ
−(k−1)

0 0 Λ3A43Λ−2 . . . . . . A4kΛ
−(k−1)

...
...

...
. . .

. . .
...

0 0 0 0 Λk−1Ak,k−1Λ−(k−2) AkkΛ
−(k−1)


Therefore, we have the immediate property.

Lemma 4.4. PA is a pseudodifferential operator of order 1 of principal symbol λ(x, ξ)Asub(x).

Also, the following Lemma is immediate noting that TB = B.

Lemma 4.5. Let (U0, U1) ∈ E and G ∈ L2([0, T ];L2(M))K). Then, the following state-

ments are equivalent

1. (U, ∂tU) ∈ C([−T, T ], E) is solution to the equation∂2
t U −∆gU +AU = BG,

(U(0), Ut(0)) = (U0, U1).

2. (V, ∂tV ) = T (U, ∂tU) ∈ C([−T, T ], (H1(M)× L2(M)))N ) is solution to the equation∂2
t V −∆gV + PAV = BG,

(V (0), Vt(0)) = T (U0, U1).

3. (W,∂tW ) = ΛT (U, ∂tU) ∈ C([−T, T ], (L2(M))×H−1(M))N ) is solution to the equation∂2
tW −∆gW + ΛPAΛ−1W = ΛBG,

(W (0),Wt(0)) = ΛT (U0, U1).
(4.10)

Proposition 4.1 (HUM). The following statements are equivalent

1. The problem (4.10) is controllable in (L2(M)×H−1(M))N with controlG ∈ L2([0, T ];L2(M))K)

2. We have the observability estimate

C1
obs

∫ T

0
‖B∗ΛW‖2(L2(M))Kdt ≥ E0(W0,W1),

for any solution to ∂2
tW −∆gW + Λ−1P ∗AΛW = 0,

(W (0),Wt(0)) = (W0,W1).
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3. (1.23) is controllable and for any λ ∈ C, any solution W ∈ (H1(M))N of−∆gW + λ2W + Λ−1P ∗AΛW = 0,

B∗ΛW = 0,

is V = 0.

4. (1.23) is controllable and for any λ ∈ C, any solution U ∈ (H1(M))N of−∆gU + λ2U +A∗U = 0,

B∗U = 0,

is V = 0.

Proof. 1 ⇔2 is exactly the classical HUM method. We refer for instance to [20].

2⇔3 is exactly Theorem 1.2 once we have noticed that Λ−1P ∗AΛ is a pseudodifferential

of order 1 with principal symbol λ(x, ξ)Asub(x)∗ as noticed in Lemma 4.4, while B∗Λ is of

symbol λ(x, ξ)B(x)∗. Note also that PA and λ(x, ξ)B(x)∗ are not differential operators, but

Theorem 3.2 is still true and we can apply Proposition 3.5 to get the same result, using that

λ(x, ξ) is even in ξ.

3⇔4 is obtained undoing the change of variable done in Lemma 4.5 in the elliptic equation

(modulo some duality). More precisely, W solves the equation −∆gW+λ2W+Λ−1P ∗AΛW = 0

if and only if U = TΛW solves −∆gU + λ2U + A∗(x)U = 0. B∗ΛW = 0 is equivalent to

B∗T−1U = 0 and then B∗U = 0 since T−1B = B and so B∗ = B∗T−1.

Theorem 1.5 follows then as a combination of Lemma 4.5 and Proposition 4.1.

5 Three examples

In this section, we provide three examples as applications of Theorem 1.1. We will treat

the wave equations coupled by velocities of Cascade type, the wave equations coupled by

velocities of anti-symmetric type and the wave equations coupled by velocities with constant

coefficients. The results are not always new, but the proof we provide has the advantage to

always rely on easy ODE analysis which, we believe makes it valuable and give a common

feature for this systems studied in different article.

5.1 Wave equations coupled by velocities of cascade-type

We first consider the observation problem for wave system Coupled by Velocities of

Cascade-type: utt −∆gu+ u+ β(t, x)vt = 0,

vtt −∆gv + v = 0,
(5.1)
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where coupling term β ∈ C∞([0, T ]×M).

Based on Theorem 1.1, we can prove the following statement. The result is mostly

contained in [24] which considers the same problem with zero order coupling or coupling

β(t, x)Λv for which the analysis is almost the same. Yet, we believe that the proof we present

here, which mostly relies on Theorem 1.1 and ODE analysis, is interesting because it gives

some ODE interpretation of some computations that were performed in [24]. We refer for

example to [24, Theorem 5.3] where the matrix of the principal symbol of the HUM operator

is computed and corresponds to the Gramian operator of the ODE control problem that we

compute in Lemma 5.1 below.

Proposition 5.1. Assume that α ∈ C∞(R×M). Then inequality∫ T

0

∫
M
α2(|∇u|2g + |u|2)dxdt+ c‖(u0, u1, v0, v1)‖2

H
1
2×H−

1
2×H

1
2×H−

1
2

≥ C‖(u0, u1, v0, v1)‖2H1×L2×H1×L2 ,

(5.2)

holds for all the solutions of (5.1) with initial data (u0, u1, v0, v1) ∈ H1×L2×H1×L2 if and

only if α, β satisfy the following property

∀ρ0 ∈ S∗M,∃0 < t1 < t2 < T, such that

α(t1, ϕt1(ρ0)) 6= 0, α(t2, ϕt2(ρ0)) 6= 0,

∫ t2

t1

β(τ, ϕτ (ρ0)) 6= 0 (5.3)

Here ϕt is Hamiltonnian Flow of |ξ|x defined in Theorem 1.1, c, C are two positive con-

stants not depending on the initial data.

Under additional assumptions, we can obtain the strong observability, as in [24].

Proposition 5.2. Under the same assumptions as Proposition 5.1. Assume moreover

that α and β only depend on x and β satisfies sign condition, i.e., β ≥ 0 (or β ≤ 0), then

inequality ∫ T

0

∫
M
α2(|∇u|2g + |u|2)dxdt ≥ C‖(u0, u1, v0, v1)‖2H1×L2×H1×L2 , (5.4)

holds for all solutions of (5.1) with initial data (u0, u1, v0, v1) ∈ H1 × L2 ×H1 × L2, C > 0

independent C > 0 on initial data if and only Tω→o→ω < T < ∞, where Tω→o→ω (cf.[24]) is

defined by

Tω→o→ω = inf{T > 0, s.t.∀ϕ0(ρ0) = ρ0 ∈ S∗M, ∃0 < t1 < t2 < t3 < T,

such that α(ϕt1(ρ0)), α(ϕt3(ρ0)) 6= 0, β(ϕt2(ρ0)) 6= 0}.
(5.5)

Proof of Proposition 5.1. We will apply Theorem 1.1 (actually a variant) with D(u, v) =

α(t, x)Λu and L(u, v) = (β(t, x)vt, 0), which states that the weak observability is equivalent

to the controllability of the following ODE system for any ρ ∈ S∗M :
Ẋ =

−β(t, ϕt(ρ0))

2

 0 0

1 0

X +
α(t, ϕt(ρ0))

2

 1

0

 g,

X(0) = X0 ∈ RN .

(5.6)
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where g ∈ L2(0, T ) is a scalar control function.

The Proposition follows then directly from Lemma 5.1 below.

Proof of Proposition 5.2. Now, β satisfies sigh condition and only depends on x. We ap-

ply Lemma 5.1 (the case β ≥ 0) to get the equivalence for weak observability, Follow-

ing Theorem 1.2, it only suffices to prove system (5.1) satisfies unique continuation. Let

A =

(
0 0

1 0

)
, B =

(
1

0

)
, it is easy to see that A,B satisfy Kalman Rank Condition

and A only has eigenvalue 0. By Proposition A.2 in the Appendix, we conclude the proof

of unique continuation of system (5.1) and therefore of the Proposition. Note that Propo-

sition A.2 does not take into account the case λ = 0 in (1.10). Yet, this case is trivial

because we have replaced the wave equation by the Klein-Gordon. Indeed, (u, v) is solution

of 0 = −∆u+ u = −∆v + v and is zero.

Lemma 5.1. We have the following equivalence for α, β ∈ C([0, T ]):

1. The following control system is controlable.
Ẋ = β(t)

 0 0

1 0

X + α(t)

 1

0

 g,

X(0) = X0 ∈ R2,

(5.7)

where g ∈ L2(0, T ) is a scalar control function.

2. There is no (c, d) ∈ C2 \ (0, 0) so that cα(t) = dα(t)
∫ t

0 β(τ)dτ for all t ∈ [0, T ].

3. There exists 0 < t1 < t2 < T , such that

α(t1) 6= 0, α(t2) 6= 0,

∫ t2

t1

β(τ) 6= 0.

Moreover, if in addition, we have β(t) ≥ 0 (or β(t) ≤ 0), this is also equivalent to

∃0 < t1 < t2 < t3 < T, such that

α(t1) 6= 0, α(t3) 6= 0, β(t2) 6= 0.

Proof. We first prove 1 ⇔2. We denote by

Gρ0(T ) =

∫ T

0
R(0, t)

(
α2(t) 0

0 0

)
Rtr(0, t). (5.8)

the Gramian of 5.6, where R(·, ·) is resolvent which can be easily obtained:

R(0, t) =

(
1 0∫ 0

t β(τ)dτ 1

)
. (5.9)
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By classical control theory of finite dimensional system (see [20]), we only need to prove that

Gρ0(T ) is positive if and only if α, β satisfy Item 2. Indeed, we write Gramian more precisely

Gρ0(T ) =

∫ T

0
α(t)2

(
1

∫ 0
t β(τ)dτ∫ 0

t β(τ)dτ (
∫ 0
t β(τ)dτ)2

)
dt. (5.10)

Denoting b(t) =
∫ 0
t β(τ)dτ , we have

det (Gρ0(T )) =

(∫ T

0
α(t)2dt

)(∫ T

0
α(t)2b(t)2dt

)
−
(∫ T

0
α(t)2b(t)dt

)2

.

By Cauchy-Schwarz inequality, we recover the fact that it is nonnegative. The case of equality

(where there is no observability then) is obtained when the functions α(t) and α(t)b(t) are

colinear as function of L2(0, T ), which is exactly 2.

Now, we prove 3⇒2. Assume t1, t2 such that 0 < t1 < t2 < T,α(t1), α(t2) 6= 0,
∫ t2
t1
β(τ) 6=

0. Take (c, d) so that cα(t) = dα(t)
∫ 0
t β(τ)dτ for all t ∈ [0, T ], we shall prove c = d = 0. We

have then, since α(t1) 6= 0 and α(t2) 6= 0

c = d

∫ 0

t1

β(τ)dτ ; c = d

∫ 0

t2

β(τ)dτ (5.11)

and by difference 0 = d
∫ t2
t1
β(τ)dτ , so d = 0 since

∫ t2
t1
β(τ)dτ 6= 0. This gives c = 0 after

(5.11).

We finish with 2⇒3.

First, 2 implies that α 6≡ 0 (otherwise any (c, d) 6= 0 works)) and there exists t1 so that

α(t1) 6= 0. Define the function f(t) = α(t)
∫ t
t1
β(τ)dτ . We prove f 6≡ 0. Indeed, if it is the case,

we have 0 = α(t)
∫ t
t1
β(τ)dτ for all t ∈ [0, T ]. In particular, 0 = α(t)

[∫ 0
t β(τ)dτ −

∫ 0
t1
β(τ)dτ

]
for all t ∈ [0, T ], which is impossible by assumption. So, we have proved f 6≡ 0 and there

exists t2 with f(t2) 6= 0, and in particular, α(t2) 6= 0 and
∫ t2
t1
β(τ)dτ 6= 0, which is the

expected property 3, up to exchanging the role of t1 and t2. Note that we have only selected

0 ≤ t1 < t2 ≤ T , but we can impose strict inequality with the same conclusion by continuity.

The last equivalence if β ≥ 0 is obvious.

5.2 Wave equations coupled by velocities of anti-symmetric type

We want to consider the observation problem for wave system coupled by velocities of

anti-symmetric type: utt −∆gu+ u+ β(t, x)vt = 0,

vtt −∆gv + v − β(t, x)ut = 0,
(5.12)

where coupling term β ∈ C∞([0, T ]×M).

Similar to cascade case, we state the following statements.
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Proposition 5.3. Assume that α ∈ C∞(R×M). Then inequality∫ T

0

∫
M
α2(|∇u|2g + |u|2)dxdt+ c‖(u0, u1, v0, v1)‖2

H
1
2×H−

1
2×H

1
2×H−

1
2

≥ C‖(u0, u1, v0, v1)‖2H1×L2×H1×L2 ,

(5.13)

holds for all the solutions of (5.12) with initial data (u0, u1, v0, v1) ∈ H1 × L2 ×H1 × L2 if

and only if α, β satisfy the following property

∀ρ0 ∈ S∗M,∃0 < t1 < t2 < T, such that

α(t1, ϕt1(ρ0)) 6= 0, α(t2, ϕt2(ρ0)) 6= 0,

∫ t2

t1

β(τ, ϕτ (ρ0)) 6= Zπ. (5.14)

Here ϕt is Hamiltonnian Flow of |ξ|x defined in Theorem 1.1, c, C are two positive con-

stants not depending on the initial data.

Similar to proposition 5.2, we have following statement.

Proposition 5.4. Under the same assumptions as Proposition 5.3. Assume moreover

that α and β only depend on x, β satisfies sign condition, i.e., β ≥ 0 (or β ≤ 0),and

Supp(α) ∩ Supp(β) 6= ∅, then inequality∫ T

0

∫
M
α2(|∇u|2g + |u|2)dxdt ≥ C‖(u0, u1, v0, v1)‖2H1×L2×H1×L2 , (5.15)

holds for all solutions of (5.12) with initial data (u0, u1, v0, v1) ∈ H1 × L2 ×H1 × L2, C > 0

independent C > 0 on initial data if and only if (5.14) is fulfilled.

Proof of Proposition 5.3. We will apply Theorem 1.1 (actually a variant) with D(u, v) =

α(t, x)Λu and L(u, v) = (β(t, x)vt,−β(t, x)ut), which states that the weak observability is

equivalent to the controllability of the following ODE system for any ρ ∈ S∗M :
Ẋ =

−β(t, ϕt(ρ0))

2

 0 1

−1 0

X +
α(t, ϕt(ρ0))

2

 1

0

 g,

X(0) = X0 ∈ R2.

(5.16)

where g ∈ L2(0, T ) is a scalar control function.

The Proposition follows then directly from Lemma 5.2 below.

Proof of Proposition 5.4. Following Theorem 1.2, it only suffices to prove system (5.12) sat-

isfies unique continuation. Let A =

(
0 1

−1 0

)
, B =

(
1

0

)
, it is easy to see that A,B

satisfy Kalman Rank Condition. Since β satisfies sign condition and Supp(α)∩Supp(β) 6= ∅,
by Proposition A.2 in the Appendix, we conclude the proof of unique continuation of system

(5.12) and therefore of the Proposition. The case λ = 0 is treated as in Proposition 5.2.

Lemma 5.2. We have the following equivalence for α, β ∈ C([0, T ])
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1. The following control system is controlable
Ẋ = β(t)

 0 1

−1 0

X + α(t)

 1

0

 g,

X(0) = X0 ∈ R2,

(5.17)

where g ∈ L2(0, T ) is a scalar control function.

2. There is no (c, d) ∈ C2 \ (0, 0) so that cα(t) sin
(∫ t

0 β(τ)dτ
)

= dα(t) cos
(∫ t

0 β(τ)dτ
)

for

all t ∈ [0, T ].

3. There exists 0 < t1 < t2 < T , such that

α(t1) 6= 0, α(t2) 6= 0,

∫ t2

t1

β(τ) 6∈ Zπ.

Proof. We first prove 1 ⇔2. We denote by

Gρ0(T ) =

∫ T

0
R(0, t)

(
α2(t) 0

0 0

)
Rtr(0, t).

the Gramian of 5.16, where R(·, ·) is resolvent which can be easy obtained, denoting b(t) =∫ 0
t β(τ)dτ :

R(0, t) =

(
cos(b(t)) sin(b(t))

− sin(b(t)) cos(b(t))

)
.

We prove that Gρ0(T ) is positive if and only if α, β satisfy Item 2. Indeed, we write the

Gramian more precisely

Gρ0(T ) =

∫ T

0
α(t)2

(
cos2(b(t)) −1

2 sin(2b(t))

−1
2 sin(2b(t)) sin2(b(t))

)
dt,

and we have

det (Gρ0(T )) =

(∫ T

0
α(t)2 cos2 b(t)dt

)(∫ T

0
α(t)2 sin2(b(t))dt

)
−
(∫ T

0
α(t)2 sin(b(t)) cos(b(t))dt

)2

.

By Cauchy-Schwarz inequality, we recover the fact that it is nonnegative. The case of equal-

ity (where there is no observability then) is obtained when the functions α(t) sin(b(t)) and

α(t) cos(b(t)) are colinear as function of L2(0, T ), which is exactly 2.

Now, we prove 3⇒2. Assume t1, t2 such that 0 < t1 < t2 < T,α(t1), α(t2) 6= 0,
∫ t2
t1
β(τ) 6∈

Zπ. Take (c, d) so that cα(t) cos
(∫ 0

t β(τ)dτ
)

= dα(t) sin
(∫ 0

t β(τ)dτ
)

for all t ∈ [0, T ], we

shall prove c = d = 0. We have then, since α(t1) 6= 0 and α(t2) 6= 0

0 = c cos

(∫ 0

t1

β(τ)dτ

)
− d sin

(∫ 0

t1

β(τ)dτ

)
; 0 = c cos

(∫ 0

t2

β(τ)dτ

)
− d sin

(∫ 0

t2

β(τ)dτ

)
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so det

 cos
(∫ 0

t1
β(τ)dτ

)
− sin

(∫ 0
t1
β(τ)dτ

)
cos
(∫ 0

t2
β(τ)dτ

)
− sin

(∫ 0
t2
β(τ)dτ

)  = sin
(∫ t2

t1
β(τ)dτ

)
6= 0 since

∫ t2
t1
β(τ)dτ 6∈

Zπ. This gives c = 0, d = 0.

We finish with 2⇒3.

First, 2 implies that α 6≡ 0 (otherwise any (c, d) 6= 0 works)) and there exists t1 so that

α(t1) 6= 0. Define the function f(t) = α(t) sin
(∫ t

t1
β(τ)dτ

)
. We prove f 6≡ 0. Indeed,

if it is the case, we have 0 = α(t) sin
(∫ t

t1
β(τ)dτ

)
for all t ∈ [0, T ]. In particular, 0 =

α(t) sin
[∫ 0
t β(τ)dτ −

∫ 0
t1
β(τ)dτ

]
= α(t) [sin(b(t)) cos(b(t1))− sin(b(t1)) cos(b(t))] for all t ∈

[0, T ], which is impossible by assumption. So, we have proved f 6≡ 0 and there exists t2

with f(t2) 6= 0, and in particular, α(t2) 6= 0 and sin
(∫ t2

t1
β(τ)dτ

)
6= 0, which is the expected

property 3, up to exchanging the role of t1 and t2. Again, we can impose strict inequality

0 < t1 < t2 < t3 < T with the same conclusion by continuity.

5.3 Wave equations coupled by first or zero order terms of constant coef-

ficients

In this Section, we explain how our result allows to recover and precise some results of

Liard-Lissy [37] and Lissy-Zuazua [39] which were obtained with a complete different method.

In particular, it allows to precise the regularity of the directions that can be reached.

Let A ∈ RN×N and B ∈ RK×N be constant matrices. In the notations of Section 1.2, we

place ourselves in the particular cases: A(x) = A constant and B(x) = Bχω

In particular, our results precise the result in the following sense. [37, Theorem 4.2] proves

controllability rank(B,AB, ..., AN−1B) = N in H2N−1(M)N ×H2N−2(M)N with control in

L2(M)). Our results proves the same result in H1 ×H0 which is defined by (4.4).

Two situations can be considered, coupling of order 1 or 0, that we detail in separate

Section.

5.3.1 Constant coupling of order 1

We consider the following coupled system of wave equations on a compact manifold

(M, g): (∂2
t −∆g + 1)V +A∂tV = Bχω(x)u.

V (0, x) = V0;Vt(0, x) = V1.
(5.18)

where A ∈ RN×N and B ∈ RN×K , u = {u1, · · · , uK} ∈ (L2(M)))K . χω(x) denotes a smooth

function which satisfies

χω(x) :=

1, if x ∈ ω;

0, if x ∈M\ω̃
(5.19)

where ω ⊂ ω̃. Weak solution of (5.18) exists with initial data V0, V1 ∈ (H1(M)× L2(M))N .
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Proposition 5.5. Assume A,B satisfy Kalman rank condition and ω satisfies GCC.

Then system (5.18) is exactly controllable with initial data V0, V1 ∈ (L2(M)×H−1(M))N .

Proof of Proposition 5.5. Firstly, we will apply Corollary 1.1 (actually a variant) withD∗(y) =

Bχω(x)u and L∗(y) = Ayt, which states that co-dimensional controllability (the weak ob-

servability of dual system) is equivalent to the controllability of the following ODE system

for any ρ ∈ S∗M : X ′ =
1
2AX + 1

2Bχω(φt(ρ0))u,

X(0) = X0 ∈ RN .
(5.20)

Since ω satisfies GCC,∀ρ0 ∈ S∗M, we can find an interval [t1, t2] ∈ R, such that χω(φt(ρ0)) =

1, ∀t ∈ [t1, t2]. Hence we obtain the exact controllability of (5.20) following from Corollary

A.1. Next we only need to show the unique continuation property of the following elliptic

equations: (λ2 −∆g + 1)v −Atrλv = 0;

Btrχωv = 0
⇒ v ≡ 0. (5.21)

Since ω ∩M = ω ⊂ M and Atr, Btr satisfy Kalman rank condition, by using Proposition

A.2, we conclude our proposition 5.5.

5.3.2 Constant coupling of order 0

We consider the controllability of the following system:(∂2
t −∆g)V +AV = Bχω(x)u.

V (0, x) = V0;Vt(0, x) = V1.
(5.22)

where A ∈ RN×N can be written as (1.19) a matrix ”subdiagonal by block” and B ∈ RN×K

can be written as (1.20), u = {u1, · · · , uK} ∈ L2(0, T ; (L2(M))K), χω satisfies (5.19).

Proposition 5.6. Assume that A,B satisfy the Kalman rank condition and ω satisfies

GCC. Then, with the notations of Lemma 4.1, System (4.1) is controllable in the space

E = H1 × H0 defined by Hs = Hs(M)d1 × Hs+1(M)d2 × · · · × Hs+k−1(M)dk where k and

di ∈ N, i = 1, · · · , k are given by Proposition A.1.

Proof. We want to apply Theorem 1.5. First of all, by Item 1 of Lemma 4.1, the matrix Ãω

satisfies the subdiagonal condition with respect to the splitting of the variables defined by

the di. This gives also that System (4.1) is well posed following from Theorem 4.1. Then by

using Theorem 1.5, we only need to show the unique continuation of eigenfunctions and the

controllability of the following ODE system: Ẋ(t) =
1

2
Ãω(ϕt(ρ0))X(t) +

1

2
B̃χω(ϕt(ρ0))u(t),

X(0) = X0 ∈ RN .
(5.23)
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Item 2 of Lemma 4.1 ensures that for x ∈ ω, Ãω(x), B̃χω(x)) satisfy Kalman rank condition.

Since ω satisfies GCC, this means that for any ρ0 ∈ S∗M, there exists t ∈ [0, T ] so that

πxϕt(ρ0) ∈ ω and therefore Ãω(ϕt(ρ0)), B̃χω(ϕt(ρ0))) satisfy Kalman rank condition. By

Theorem A.1, the system (5.23) is controllable.

Concerning the unique continuation of eigenfunctions, we notice that if Ũ is solution to−∆gŨ + Ã∗ωŨ = λŨ,

χω(x)B̃∗Ũ = 0.

then, in fact −∆gŨ +M∗xA
∗(M−1

x )∗Ũ = λŨ and U = (M−1
x )∗Ũ is solution to−∆gU +A∗U = λU,

χω(x)B∗U = 0.

for which we can apply Proposition A.2. So we finish the proof of Proposition 5.6.

A combination of Lemma 4.1 and the previous Proposition 5.6 gives a proof of Theorem

1.6.

A Appendix

A.1 Wellposedness of linear hyperbolic system on compact manifold

In this part, we recall classical facts of wellposedness of hyperbolic systems used in the

article, and we introduce useful notations. We refer to Section A.1 of [32] for the related

properties and notations for the scalar case.

Definition A.1. Assume we are given I = I1 × · · · × IN a product of intervals of

R (possibly reduced to a single interval), and S an application from I with value in the set

of bounded linear operators acting from a Banach space B1 to another one B2. We shall say

that S ∈ B(I;L(B1;B2)), if

1. there exists C > 0 for any u ∈ B1 and t ∈ I, such that ‖S(t)u‖B2 ≤ C‖u‖B1 ;

2. for any j ∈ {1, , · · · , N} and any (t1, · · · , tj−1, tj+1, · · · , tN ) ∈ I1×· · ·×Ij−1×Ij+1×
· · · × IN , for any u ∈ B1, the map tj → S(t1, · · · , tN )u is in C0(Ij ;B2) .

We write S ∈ Bloc(I;L(B1;B2)), if this estimate is satisfied on any compact set of I .

Obviously, we have C0(I; Ψm
phg(M)) ⊂ Bloc(I;L(Hσ(M);Hσ−m(M))) .

The scalar hyperbolic theory described in [30, Chapter XXIII] can be easily extended to

get the following variant for systems with diagonal principal part.
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Theorem A.1. Let I ⊂ R be a compact interval and take σ ∈ R. Assume

H(t) = cΛIdN×N + iW0(t) ∈ C∞(0, T ; Ψ1
phg(M;CN×N )),

with W0(t) ∈ C∞(0, T ; Ψ0
phg(M;CN×N )) is a matrix pseudodifferential operator of order 0

and c ∈ R. Then there exists C > 0 such that for all f ∈ L1(I; (Hσ(M))N ), all s ∈ I and

all u0 ∈ (Hσ(M))N , the Cauchy problem∂tu(t)− iH(t)u(t) = f(t), t ∈ I,

u|t=s = u0,
(A.1)

has a unique (distribution) solution u ∈ C0(I; (Hσ(M))N ), that satisfies

‖u‖L∞(I;(Hσ(M))N ) ≤ C‖u0‖(Hσ(M))N + C‖f‖L1(I;(Hσ(M))N ). (A.2)

If moreover f = 0, then u ∈ C1(I; (Hσ−1(M))N ).

As a consequence of Theorem A.1, for all t, s ∈ I, there is a bounded linear solution map

S(t, s) ∈ L((Hσ(M))N ) : u0 7→ u(t)(for any σ ∈ R), where u is the unique solution to (A.1)

with f = 0. We recall that the space B(I;L(B1;B2)) is defined in A.1 and solution operator

S(t, s) enjoys in particular the following regularity properties.

1. for all σ ∈ R, S(t, s) ∈ B(I × I;L((Hσ(M))N ));

2. for all σ ∈ R, the linear operator ∂tS(t, s) : u0 7→ ∂t
(
S(t, s)u0

)
satisfies ∂tS(t, s) ∈

B(I × I;L((Hσ(M))N ; (Hσ−1(M))N )) and ∂tS(t, s)− iH(t)S(t, s) = 0, S(s, s) = Id;

3. for all (s, t) ∈ I × I, we have S(t, s)S(s, t) = Id;

4. for all u0 ∈ Hσ(M), t ∈ I, the map s 7→ S(t, s)u0 is in C0(I;Hσ(M))∩C1(I; (Hσ−1(M))N ).

defining the linear operator ∂sS(t, s) : u0 7→ ∂s
(
S(t, s)u0

)
, it satisfies σ ∈ R, ∂sS(t, s) ∈

B(I × I;L((Hσ(M))N ; (Hσ−1(M))N )) together with ∂sS(t, s) + iS(t, s)H(s) = 0.

5. For any v ∈ C0(I;Hσ(M)) ∩ C1(I; (Hσ−1(M))N ), we have the formula:

∂t(S(t, s)v(t)) = ∂tS(t, s)v(t) + S(t, s)∂tv(t).

A.2 Control problem of finite dimensional system

In this Section, we recall well known facts about the control of finite dimensional systems.

We refer to [20] for more details.

We consider the exact controllability of following ODE system:Ẋ(t) = A(t)X(t) +B(t)U(t)

X(0) = X0.
(A.3)
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where X = (x1, · · · , xN )′, N is the number of equations, A(·) ∈ C∞(0, T ;CN×N ), B(·) ∈
C∞(0, T ;CN×K), U(·) ∈ L2(0, T ;CK),we denoted controllable time by T , K is the number

of controls.

Definition A.2. Let T > 0 , for any initial data X0 ∈ CN , any state variable X1 ∈ CN ,

there exists a U ∈ (L2(0, T );CK) such that system (A.3) satisfy X(T ) = X1 , then we say

system is (A.3) is exactly controllable.

Definition A.3. We say R(t, s) is the resolvent operator , if R(t, s) solve
d
dtR(t, s) = A(t)R(t, s),

d
dsR(t, s) = −R(t, s)A(s),

R(s, s) = IdN×N .

(A.4)

The next theorem is a classical theorem in control theory which shows the sufficient and

necessary condition that leads to exact controllability of system (A.3).

Theorem A.2. System (A.3) is exactly controllable if and only if Gramian matrix

G =

∫ T

0
R(0, s)B(s)B∗(s)R∗(0, s)ds. (A.5)

is positive.

Remark A.1. The usual definition of the Gramian (see for instance [20, Definition 1.10])

is actually the following which is actually well suited to the observation of the final data, while

our definition is more suited for the observation of the initial data.

Gfinal =

∫ T

0
R(T, s)B(s)B∗(s)R∗(T, s)ds. (A.6)

Using the following group property of the resolvent

R(t, s)R(s, τ) = R(t, τ),∀t, s, τ ∈ [0, T ], (A.7)

we have

Gfinal = R(0, T )GR∗(0, T ). (A.8)

So, the invertibility of Gfinal is equivalent to the invertibility of G.

Theorem A.3. Assume A(t) ≡ A ∈ RN×N , B(t) ≡ B ∈ RN×K , system (A.3) is exactly

controllable if and only if (A,B) satisfy Kalman rank condition, i.e.:

rank(B,AB, ..., AN−1B) = N. (A.9)

Corollary A.1. Assume that there exists t0 ∈ [0, T ] so that (A(t), B(t)) is constant close

to t0 and satisfies the Kalman rank condition (A.9), then system (A.3) is exactly controllable.
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The following Proposition is a reformulated and precised version of the Brunovsky normal

form [18] for control of ODE. We provide a proof of it because we did not find it written in

this way and we needed a slight modification with a matrix Ãt which will be useful in the

change of variable of Lemma 4.1. Yet, it is quite classical in control theory, and we don’t

claim novelty, see for instance [46].

Proposition A.1 (Brunovsky normal form). Assume the Kalman rank condition of the

previous Theorem is satisfied and denote m = rank(B), then, there exist some matrices

Q ∈ GLN (R), Mu ∈ GLK(R) and F ∈ RK×N , and some nonincreasing sequence of integers

di, i = 1, · · · , k (for k ≤ n) so that

Ã = Q−1(AQ+BF ); B̃ = Q−1BMu

with

Ã =



0 0 0 . . . . . . 0

A21 0 0 . . . . . . 0

0 A32 0 . . . . . . 0

0 0 A43
. . . . . . 0

...
...

...
. . .

. . .
...

0 0 0 0 Ak,k−1 0


; B̃ =

[
Idm 0m,K−m

0N−m,m 0N−m,K−m

]
. (A.10)

with Ai+1,i =

[
Iddi+1

0di+1,di−di+1

0di−di+1,di+1
0di−di+1,di−di+1

]
∈ Rdi+1×di (i = 1, · · · , k), that is Ai+1,i(k, l) =

δk,l (recall that di+1 ≤ di).
Moreover, (Ã, B̃) also satisfy the Kalman rank condition.

Also, for any t ∈ R, we also have the following form for Ãt = Q−1(AQ+ tBF ),

Ãt =



∗ ∗ ∗ . . . . . . ∗
A21 0 0 . . . . . . 0

0 A32 0 . . . . . . 0

0 0 A43
. . . . . . 0

...
...

...
. . .

. . .
...

0 0 0 0 Ak,k−1 0


.

Proof. We prove the result by iteration on the dimension. The initialization is trivial, so we

prove the iteration.

There exists Q1, Mu,1 so that Q−1
1 BMu,1 =

[
Idm 0m,K−m

0N−m,m 0N−m,K−m

]
. We define

C = Q−1
1 AQ1 =

[
C1,1 C1,2

C2,1 C2,2

]
,
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where C1,1 ∈ Rm×m, C2,2 ∈ R(N−m)×(N−m). Since A,B satisfies Kalman rank condition, it

is easy to obtain that C,Q−1
1 BMu,1 satisfies Kalman rank condition. By Hautus Lemma, we

check that (C2,2, C2,1) satisfies the Kalman rank condition. Indeed,

rank(λ− C,Q−1
1 BMu,1) = N, ∀λ ∈ C, (A.11)

which is equivalent to

rank(

[
λ− C1,1 −C1,2 Idm 0m,K−m

−C2,1 λ− C2,2 0N−m,m 0N−m,K−m

]
) = N, ∀λ ∈ C, (A.12)

so that

rank(
[
−C2,1 λ− C2,2

]
) = N −m,∀λ ∈ C, (A.13)

then we obtain (C2,2, C2,1) satisfies the Kalman rank condition. By iteration, there exists

Gx ∈ GLN−m(R) and Gu ∈ GLm(R) and F2 ∈ Rm×(N−m) so that

ÃN−m = G−1
x (C2,2Gx + C2,1F2); B̃N−m = G−1

x C2,1Gu.

has the expected form. We define

Q2 =

[
Idm F2

0N−m,m Gx

]
; Q−1

2 =

[
Idm ∗

0N−m,m G−1
x

]
,

Q−1
2 CQ2 =

[
∗ ∗

G−1
x C2,1 G−1

x C2,1F2 +G−1
x C2,2Gx

]
=

[
∗ ∗

B̃N−mG
−1
u ÃN−m

]
.

Now, we define

Q3 =

[
Gu 0

0N−m,m IdN−m

]
; Q−1

3 =

[
G−1
u 0

0N−m,m IdN−m

]
so that for Q = Q1Q2Q3 ∈ GLN (R), we have

Q−1AQ =

[
T1 T2

B̃N−m ÃN−m

]
; Q−1BMu,1 =

[
G−1
u 0

0 0

]
;

for some matrix T1 ∈ Rm×m and T2 ∈ Rm×(N−m). So, choosing finally

Mu = Mu,1

[
Gu 0

0 IdK−m

]
; F = −Mu

[
T1 T2

0K−m,m 0K−m,N−m

]
we get

Q−1(AQ+BF ) =

[
0 0

B̃N−m ÃN−m

]
; Q−1BMu =

[
Idm 0m,K−m

0N−m,m 0N−m,K−m

]
.

This gives the result given the form of B̃N−m and ÃN−m given by the iteration. The fact

that (Ã, B̃) also satisfy the Kalman rank condition follows by direct analysis of the associated

control problem for instance.

Finally Ãt = Q−1(AQ+ tBF ) =

[
(1− t)T1 (1− t)T2

B̃N−m ÃN−m

]
has the required form.
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A.3 Eigenvalue problem

We will show the following proposition which will be repeatedly used in Section 5

Proposition A.2. Assume A ∈ RN×N , B ∈ RK×N , α, β are smooth functions and

ω = {α 6= 0}, o = {β 6= 0}, respectively. Then, for all λ1 ∈ C, λ2 ∈ C\{0}, or λ1 = 1, λ2 = 0,

the eigenvalue problem (λ1 −∆g)U + λ2AβU = 0,

αBU = 0.
∀x ∈M, (A.14)

admits an unique zero solution U ≡ 0, if A,B and α, β satisfy one of the following assumptions

1. (Atr, Btr) satisfy Kalman Rank Condition (A.9) and K̃ = 1 ( number of distinct eigen-

values of A is 1 ), β satisfies a sign condition, that is, β ≥ 0 (or β ≤ 0).

2. (Atr, Btr) satisfy Kalman Rank Condition (A.9) and ω ∩ o 6= ∅, β satisfies a sign

condition, that is, β ≥ 0 (or β ≤ 0).

Before we prove Proposition A.2, we need to recall some basic facts of linear algebra and

state notations related to Jordan decomposition. For any matrix A ∈ RN×N , we denote

by {µi, i = 1, · · · , K̃} distinct eigenvalues of A. li denotes the geometric multiplicity (the

dimension of Ker(A− µi), that is the number of jordan blocks corresponding to µi) of µi for

i = 1, · · · , K̃. Let P 1
ij ∈ CN be eigenvector corresponding to µi for i = 1, · · · , K̃; j = 1, ..., li.

We define root vectors P kij ∈ CN associated to each eigenvector {P 1
ij}, which are given by(A− µi)P k+1

ij = P kij ; 1 ≤ k ≤ lji − 1

(A− µi)P 1
ij = 0,

(A.15)

where lji denote the dimension of Jordan chain of {P 1
ij} for i = 1, · · · , K̃; j = 1, ..., li. Then

by classical theory of linear algebra, we can obtain

{P kij}, i = 1, · · · , K̃; j = 1, ..., li; k = 1, · · · , lji

span a base of CN . Define a matrix

P :=

[
P 1

11|P 2
11| · · · |P

l11
11|P

1
12| · · · |P

l
l1
1

1l1
|P 1

21| · · · |P
l
l
K̃
K̃

K̃lK̃

]
, (A.16)

so we have Jordan Canonical Form Ã of A:

Ã := P−1AP =


A1 0 · · · 0

0 A2 · · · 0
...

...
. . .

...

0 · · · · · · AK̃


N×N

(A.17)
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where

Ai =


Ai1 0 · · · 0

0 Ai2 · · · 0
...

...
. . .

...

0 · · · · · · Aili

 , Aij =



µi 1

µi 1

. . .
. . .

µi 1

µi


lji×l

j
i

, (A.18)

for i = 1, · · · , K̃; j = 1, · · · , li.
Next we state a useful lemma (cf.[Proposition 3.1, [11]]) which describes the relation

between Kalman Rank Condition and eigenvectors.

Lemma A.1. cf. [11, Proposition 3.1] The following assertions are equivalent:

(1) (Atr, Btr) satisfy Kalman rank condition, i.e.:

rank(Btr, AtrBtr, ..., (Atr)N−1Btr) = N.

(2) For any fixed i, {BP 1
i1, · · · , BP 1

ili
} are linearly independent,i.e.

rank[BP 1
i1, BP

1
i2, · · · , BP 1

ili
] = li, ∀1 ≤ i ≤ K̃. (A.19)

The proof of Lemma A.1 can be found in [11], so we omit the proof. Let B̃ := BP, then

we state the proof of proposition A.2.

Proof of Proposition A.2. Case ’λ1 = 1, λ2 = 0” is simple, since 1−∆ is a positive operator,

then U = 0. So we only need to prove case ’λ2 6= 0’. Let W := P−1U . Since Ã satisfies

(A.17), system (A.14) can be decoupled of K̃ blocks, so that we only need to consider the

solution Wij = (W 1
ij , · · · ,W

lji
ij ) ∈ (C∞(M))l

j
i of the following problem:

(λ1 −∆g)Wij + λ2AijβWij = 0, ∀x ∈M, (A.20)

where Aij is given by (A.18) for every i = 1, · · · , K̃; j = 1, · · · , li. More precisely, we rewrite

system (A.20) as follow,
(λ1 −∆g)W

1
ij + λ2µiβW

1
ij + λ2βW

2
ij = 0,

...

(λ1 −∆g)W
lji
ij + λ2µiβW

lji
ij = 0.

(A.21)

Multiplying W
lji−1
ij -equation by W̄

lji
ij and by integration by parts over M, since β satisfies

sign condition, we have

W
lji
ij = 0, ∀x ∈ o.
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Then by unique continuation of scalar elliptic equation, we obtain

W
lji
ij = 0, ∀x ∈M.

Hence, repeating this process to each equation of {W k
ij}, for k = 2, · · · , lji , we obtain

W k
ij = 0, ∀k = 2, · · · , lji , x ∈M.

It suffices to show that W 1
ij = 0, i = 1, · · · , K̃, j = 1, · · · , li under assumptions 1 or 2. Indeed,

W 1
ij satisfies the following equation

(λ1 −∆g)W
1
ij + λ2µiβW

1
ij = 0, i = 1, · · · , K̃, j = 1, · · · , li. (A.22)

Since B̃ can be rewritten as [
BP 1

11| · · · |BP
l
l
K̃
K̃

K̃lK̃

]
, (A.23)

then

B̃Wα = α
∑
i,j

BP 1
ijW

1
ij = α

K̃∑
i=1

(

li∑
j=1

BP 1
ijW

1
ij) = 0. (A.24)

If we have assumption 1, that is, K̃ = 1 and A,B satisfy Kalman rank condition. Then we

obtain that for j = 1, · · · , l1, x ∈ ω, W 1
1j = 0 following from (A.19) in Lemma A.1. By unique

continuation of scalar elliptic equation (A.22), we have W 1
1j = 0, x ∈M, ∀j = 1, · · · , l1.

Next, if we have Assumption 2, that is, A,B satisfy Kalman rank condition and ω∩o 6= ∅,
then set ω̃ ⊂ ω ∩ o, in view of (A.24), we have

(λ1 −∆g)
∑
i

(
∑
j

BP 1
ijW

1
i1) = 0, ∀x ∈ ω̃. (A.25)

By using (A.22), we have

β
∑
i

λ2µi(
∑
j

BP 1
ijW

1
ij) = 0, ∀x ∈ ω̃. (A.26)

By induction, we obtain

β

K̃∑
i=1

(λ2µi)
k(

li∑
j=1

BP 1
ijW

1
ij) = 0, ∀x ∈ ω̃, k = 1, · · · , K̃. (A.27)

Since {µi}1,··· ,K̃ are different, we have

li∑
j=1

BP 1
ijW

1
ij = 0, ∀x ∈ ω̃, i = 1, · · · , K̃. (A.28)

By (A.19) in Lemma A.1, we obtain

W 1
ij = 0, ∀x ∈ ω̃, i = 1, · · · , K̃, j = 1, · · · , li. (A.29)

By (A.22) and unique continuation of scalar elliptic equation, we have

W 1
ij = 0, ∀x ∈M, i = 1, · · · , K̃, j = 1, · · · , li. (A.30)

So we finish the proof.
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A.4 Finite co-dimensional controllability

In this Section, we recall known facts about Finite co-dimensional controllability, and in

particular why the weak observability inequality implies Corollary 1.1. We refer [40] for more

details. Consider the following control system:yt(t) = Ay(t) + F (t)y(t) +B(t)u(t), t ∈ (0, T ],

y(0) = y0,
(A.31)

where u ∈ L2(0, T ; (L2(M)))K) is the control variable and y is the state variable, y0 ∈
(L2(M)))N is any given initial value, A : D(A) ⊂ (H1(M))N → (H1(M))N is a linear op-

erator generating a C0-semigroup on (L2(M)))N ,F (·) ∈ L∞(0, T ;L((L2(M))N ; (L2(M))N )),

and B(·) ∈ L∞(0, T ;L((L2(M))K ; (L2(M))N )).

Definition A.4. Assume that Y0 is a linear subspace of (L2(M)))N . Y0 is said to be a

finite co-dimensional subspace of (L2(M)))N , if there exist an m ∈ N and {x1, x2, · · · , xm} ⊆
(L2(M)))N\Y0, which are linearly independent so that span{Y0, x1, x2, · · · , xm} = (L2(M)))N .

Denote c̄o(X) the convex closed hull of a set X in (L2(M)))N .

Definition A.5. A subset L of (L2(M))N is said to be finite co-dimensional in (L2(M))N ,

if (1)There exists an x0 ∈ c̄o(L), so that span{L − {x0}} is a finite co-dimensional subspace

of (L2(M)))N ; and (2) c̄o(L − {x0}) has at least an interior point in this subspace.

Define the reachable set of (A.31) at time T with an intial value y0 as follows:

R(T ; y0) = {y(T ; y0, u) ∈ (L2(M))N‖y is the mild solution of (A.31) with some u ∈ (L2(M))K}.
(A.32)

Definition A.6. System (A.31) is said to be finite co-dimensional controllable at the

time T, if R(T ; y0) is a finite co-dimensional subspace of (L2(M))N .

Theorem A.4. [40, Corollary 4.3] The following assertions are equivalent:

(1) System (A.31) is finite co-dimensional exactly controllable in (L2(M))N .

(2) There is a finite co-dimensional subspace Ỹ ∈ (L2(M))N so that any solution φ of the

following equation (A.33)φ(t)′ = −A∗φ(t)− F (t)∗φ(t), t ∈ (0, T ],

φ(T ) = φT ,
(A.33)

satisfies

|φT |(L2(M)))N ≤ C|B∗φ|L2(0,T ;(L2(M)))K), ∀φT ∈ Ỹ , (A.34)

where φT ∈ (L2(M)))N ,A∗F (t)∗ denote the dual operator of A and F (t) for any t ∈ [0, T ],

C is constant.

(3)There is a compact operator G from (L2(M))N to a Banach space X(which we can choose

(H−1(M))N ) so that any solution φ of (A.33) satisfies

|φT |(L2(M))N ≤ C|B∗φ|L2(0,T ;(L2(M))K) + |GφT |X , ∀φT ∈ (L2(M))N . (A.35)
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A.5 Proof of Lemma 3.2

In the main part of the paper, we use a matrix operator type version of 1-smooth effect

Lemma 3.2. A version of such a result in scalar case can be found in [32]. The Proof of

Lemma 3.2 relies on the following lemma.

Lemma A.2. Let I ⊂ R be an interval and let H±(t) = ±ΛIdN×N + iW0(t),W0 ∈
C∞(I; Ψ0

phg(M;CN×N )). Define S±(t, 0) as the solution operator for the evolution equation
∂
∂t
− iH±(t) respectively. Then, for any A ∈ Ψm

phg(M;CN×N ), we have

[A,S±(t, 0)] =

∫ t

0
S±(t, s)[A, iH±(s)]S±(s, 0)ds. (A.36)

In particular, if we take A = ΛIdN×N , then, for all s ∈ R, we have

[Λ, S±(t, 0)], [Λ, S±(t, 0)∗] ∈ Bloc(I;L(Hs(M;CN×N ))). (A.37)

Proof of Lemma A.2. Let

u±(t) = [A,S±(t, 0)]u0 = AS±(t, 0)u0 − S±(t, 0)Au0, u±(0) = 0. (A.38)

solves

∂

∂t
u±(t) = AiH±(t)S±(t, 0)u0 − iH±(t)S±(t, 0)Au0 = [A, iH±(t)]S±(t, 0)u0 + iH±(t)u±(t).

so that the Duhamel principal yields (A.36). We finish the proof of Lemma A.2.

Proof of Lemma 3.2. We first notice thatB(T ) ∈ Bloc(I;L(Hs(M), Hs−m(M))) since S±(t, 0)

preserve regularity. We recall also that

∂

∂t
S±(t, 0)− iH±(t)S±(t, 0) = 0,

∂

∂t
S±(t, 0)∗ + iS±(t, 0)∗H±(t)∗ = 0. (A.39)

To prove the result, it suffices to prove that ΛB(T ) ∈ Bloc(I;L((Hs(M))N , (Hs−m(M)))N ).

We thus compute

iΛIdN×NB(T ) =

∫ T

0
iS+(t, 0)∗ΛB0S−(t, 0)dt+

∫ T

0
i[S+(t, 0)∗,ΛIdN×N ]B0S−(t, 0)dt.

According to Lemma A.2, the second term belongs to Bloc(I;L((Hs(M))N , (Hs−m(M)))N ).

The first term may be rewritten as∫ T

0
iS+(t, 0)∗ΛB0S−(t, 0)dt =

∫ T

0
iS+(t, 0)∗H+(t)∗B0S−(t, 0)dt

+

∫ T

0
i(ΛIdN×N −H+(t)∗)S+(t, 0)∗B0S−(t, 0)dt.

(A.40)

Since

ΛIdN×N −H+(t)∗ = −iW0 ∈ C∞(I; Ψ0
phg(M)),
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the second term belongs to Bloc(I;L((Hs(M))N , (Hs−m(M))N )). It remains only to examine

the first one. Using (A.39), we now have, for R ∈ Bloc(I;L((Hs(M))N , (Hs−m(M))N )),

iΛB(T ) =

∫ T

0
− ∂
∂t
S+(t, 0)∗B0S−(t, 0)dt+R

=

∫ T

0
S+(t, 0)∗B0

∂

∂t
S−(t, 0)dt+

∫ T

0
S+(t, 0)∗(

∂

∂t
B0)S−(t, 0)dt

− [S+(t, 0)∗B0S−(t, 0)]T0 +R,

(A.41)

after an integration by parts (note that this is done in the weak sense, i.e. when applied to

a function). Using again (A.39), we obtain, for other remainders that can change from line

to line, but still denoted R

∂

∂t
B0, R ∈ Bloc(I;L((Hs(M))N , (Hs−m(M))N ))

iΛB(T ) =

∫ T

0
S+(t, 0)∗B0iH−(t)S−(t, 0)dt+R,

=

∫ T

0
S+(t, 0)∗B0i(−Λ)S−(t, 0)dt+R,

(A.42)

where we used that−ΛIdN×N−H−(t) ∈ C∞(I; Ψ0
phg(M;CN×N )). Now, since [B0,ΛIdN×N ] ∈

Ψm
phg(M;CN×N ), (A.42) becomes

iΛB(T ) =

∫ T

0
S+(t, 0)∗(−iΛ)B0S−(t, 0)dt+R

= −iΛ
∫ T

0
S+(t, 0)∗B0S−(t, 0)dt+R,

where we have used Lemma A.2 again. We have finally obtained

iΛB(T ) = −iΛB(T ) +R,

for some R ∈ Bloc(I;L((Hs(M))N , (Hs−m(M))N )). This finishes the proof of Lemma 3.2.
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